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P E R M I S’ 2 0 0 1
White Paper
Measuring Performance and Intelligence

of Intelligent Systems1

1. Is Testing of Intelligent Systems different from Testing of Non-intelligent
Systems?

Testing of performance pertains to evaluation of the potential and actual capabilities of a system to satisfy the
expectations of the designer and the users via exploration of its functioning. This includes determining how
well the system performs its declared “job,” how efficiently and effectively it does so, how robust it is, and
so forth. The "job" and expected performance must therefore be defined at the outset.   Efficiency is defined
as how well the system does things right, effectiveness is defined as how well the system does the right
thing , and robustness is defined as "the degree to which a system …  can function correctly in the presence
of invalid inputs or stressful environmental conditions." [Finklestein, 00]

Furthermore, the tests under consideration are not meant to be broad-based general evaluations of the
system’s knowledge or the full spectrum of its capabilities.  In particular, we are not striving to ascertain
whether a system has common-sense generic knowledge applicable to general-purpose problem solving. The
system being evaluated has a given sphere of responsibility and known abilities and tasks that it is able to
undertake under its specifications.

Comments regarding the testing of intelligent versus non-intelligent systems are not meant to underestimate
the difficulty of testing non-intelligent systems.  Testing robustness, efficiency, and even functionality of
non-intelligent software systems is difficult enough, e.g., see [Mukherjee 97]. Since the software execution
can follow a myriad of combinations of paths through the code, it is impossible, in typical practice to
exhaustively test all the possible combinations. In non-deterministic real-time systems, the problem is
compounded by the uncertainty in the execution times of various processes, the sequence of events,
asynchronous interrupts, etc [Butler, 93].

In general, the evaluation of intelligent systems (IS’s) is broader than testing of non-intelligent systems
(NIS). A system that has intelligence should in general be able to perform under a wider range of operating
conditions than one that does not have intelligence. In fact, it should learn from its experiences and either
improve its results within the same operating conditions or extend its range of acceptable conditions. What
does this mean? Let’s look at the main elements typically found in an intelligent system: Behavior
Generation, Sensory Processing, and World Modeling (Knowledge Representation) [Meystel, 00].  

2. Behavior Generation

Dealing With General and/or Incomplete Commands
An IS is given a job to do (task, mission, set of commands). The job definition for IS is expected to

be less specific than in an NIS. A system with intelligence ought to have the capability to interpret
incomplete commands, understand a higher level, more abstract commands and to supplement the given
command with additional information that helps to generate more specific plans internally. The IS should
understand the context within which the command is given. For example, instead of telling a mobile robot to
go to a specific location in world coordinates  “GO_TO(X, Y),” the command could be  “Go to the window
nearest to me.” The robot should understand what a window is and know that it needs to find one which is
the minimum distance away from me and move to that location. It also has a nominal proximity that it
maintains from the goal location. Notice, that the command did not determine how close the robot needs to
                                                
1  This paper is written by E. Messina, A. Meystel, and L. Reeker.



get to the window. It is expected that the robot knows where to stop the motion in similar cases, or the
distance from the window should allow for convenient performance of other, or consequent movements.     

Ability to Synthesize the Alternatives of Decisions and to Choose the Best One
There was time, when the processes of decision making and planning were understood and

reproduced as choosing from the preprogrammed lists and menus. This time has passed. Now, it became clear
that most of the decisions should be synthesized on line. It becomes increasingly clear that most of the
planning procedures require searching. It was discovered that the advantages of search algorithms can be
achieved when the space is represented and search is organized in a multiresolutional fashion. (See Meystel,
98).

Ability to Adjust Plans, Reschedule, and Re-plan
All job definitions interpretable by IS should be more abstract than would be given to an NIS. The

command may encapsulate multiple individual actions, but it is the IS’s business to figure that out. A
mobile robot could be told to get the necessary signatures for a document. (This assumes that electronic
signatures on the document are not an option.). The robot would have to understand which signatures are
necessary (for example, if this is for a purchase, the purchase amount dictates what level of management
needs to sign off), locate the individuals, interact with them to ask for their signature, and perform the
intricate physical maneuvers necessary to present the document for signature. The individuals might not be in
their office, hence the robot may have to search for them in alternative locations or try to arrange to meet
them at some other time (re-scheduling). If someone is out of the office, the robot will have to decide
whether to get the signature from someone else with equivalent signature authority or wait until the original
person returns. Contrast this type of behavior with explicit instructions where the individuals and their
locations are precisely given. If one of the individuals is not available, a non-intelligent robot would have to
consult its human supervisor about how to proceed next.

The ability to adjust plans (re-plan) when the original ones are no longer valid is another crucial aspect that
must be considered. It is one thing to create very elaborate plans to carry out a task (and the plans may even
be derived from high level, abstract commands), but it is another matter to be able to deal with situations
that are not as anticipated. Therefore, the intelligent system must be tolerant of changes as it is executing its
plan and be able to react to the changes. In the bureaucratic robot introduced above,  the change may occur if
the vice president refuses to sign until he is given more information.   The robot would then create another
set of plans for itself to address the request, going to the originating individual to get background
information or to the web to print out the specifications of the system being purchased along with
alternatives that were not chosen.  It would return to the vice president and present the information, and
proceed to reintroduce the document to be signed.  Obviously, all of this requires using appropriate
architectures of knowledge representation, in particular, appropriate ontologies, as discussed in the subsequent
sections.  

3. Sensory Processing

Choosing the adequate set of sensors
The system receives signals from the real world through whatever sensors it may have. Note that a

system may inhabit a software world, in which case “sensing” involves perceiving what exists external to
itself, even if that is additional pieces of software. It must determine how to interpret the sensed signals in
order to accomplish its tasks: the required actions are not prescribed in advance. Multiple sensors may be
necessary and the system must be able to fuse information from them, collecting them into a registered,
meaningful world model. Different sensors may give conflicting reports reports due to different
interpretations of the world given their sensing modalities. Sensors may fail in certain circumstances or give
insufficient information. The intelligent system should determine that it needs to utilize an additional or
different sensor or process the signals it has differently. For example, it may be using a range sensor and a
CCD camera as it navigates a house. It may hypothesize that instead of facing a wall or door, it may be
confronted with a curtain hung in a doorway. In this case, it may need to apply additional or different
processing algorithms in order to see if it can discern fabric (or something soft) from a planar, rigid surface. It
may have to utilize a tactile sensor, if one is available.



Recognizing the unexpected
A system with intelligence (IS) ultimately must understand what its sensors are discerning. It must

perform all of the requisite sensor or image processing to identify items in its environment to the level
appropriate to the task. The requirements to processing will vary, depending on the situation and task. It may
need to distinguish between certain types of tall weeds if it is an off-road vehicle, and it can drive only
through certain leafy plants (not woody ones), or it would look unintelligent if it skirts around patches of tall
grass. However, if it is a civilian car that should stay on roads, it probably doesn’t need to identify what type
of vegetation is growing on the side of the road, just that it is vegetation and not likely to jump out into the
middle of the road. It will be directed by the behaviors to look for specific objects it may need in order to
localize itself or find the object it is to act on. For example, it may look for a specific intersection as it
navigates around a city or it may try to find a specific tool. The system’s perception algorithms will have to
be tolerant of a wide variation in the location and appearance of objects. Not all chairs look alike. A wrench
may be on the floor or on a table, in a random position. Contrast this with non-intelligent systems that have
limited tolerance for variations in their surroundings or in the objects with which they interact.

Dealing with unknown phenomena
The intelligent system will have to perceive entities and objects as it encounters them. It will

classify and recognize items in its field(s) of view. It may classify a portion of the space in front of itself as a
chair, or may have to deal with this as with an unknown object that might be interpreted as an obstacle. The
sensory processing system, in conjunction with the world modeling system, must therefore know what it
doesn’t know about, and determine whether it needs to focus attention on the unknown in order to classify
and identify.   This ability to recognize the functional implications of unknown objects should be one of the
major properties of IS. It is not impossible (in the future) to integrate multiple perceptions of an unknown
object in various situations and eventually label it and deal with it as with a regular “known” object.
Movements of unknown blobs can be interpreted with implication to possible planned maneuvers of the
robot under consideration.

Multiresolutional Sensory Processing
The intelligent system will have to perceive entities and objects as it encounters them. However,

sensory processing typically would require considering representation at multiple level of resolution. In all
cases it provides for efficient computing. It is possible to demonstrate that this would correspond to the
multiresolutional systems of knowledge representation (multiresolutional ontologies) and multiresolutional
systems of decision making (multiresolutional planning) [Messina, 00].

4. World Modeling

Knowledge Representation
In most intelligent systems, an internal model of the world and/or a long-term knowledge store are

utilized as a part of the overall knowledge representation system (KR).   The long-term knowledge store
(repository, or knowledge base) contains fairly invariant information, such as street maps or machining rules.
An enabling aspect of the system’s intelligence is the a priori knowledge it has and knows how to use. The
internal model of the world is used to formulate a subset of KR that would allow the robot for planning
expeditiously the required responses to the environment and situation. The sensory processes (discussed
above) update and populate the current world model. The model might not be a single, monolithic one, but
should rather comprise a set containing different types of information and/or different representations of
perhaps the same information. The long-term knowledge may have to be merged with the in situ generated
knowledge. For instance, the local sensors detect a road and some landmarks, such as buildings (using the
knowledge base maps). The knowledge base supplies the name of the road, which is kept in the current world
model.   

The locally sensed information is obviously more current than that in the long-term store. Therefore, it must
supercede what is in the knowledge base if there’s a conflict. If a road has been closed, the system will plan
around it and should, if appropriate, update the long-term maps. Obviously, these processes of updating our
knowledge of the world belong to different levels of granularity, require different scale for interpretation and
serve for supporting different resolutions of planning. It becomes a commonplace that most of intelligent
systems either have or can be substantially improved by using multiresolutional systems of representation
(including multiresolutional ontologies).



Multiple types of information
The intelligent system must be able to utilize a variety of types of information about the world in

which it is functioning. If it is mobile, it must understand 2D or 3D space and have an adequate
representation that enables it to move to the desired location efficiently while avoiding obstacles. It may need
to take into consideration aspects beyond simple support surface (terrain or floor) geometry and obstacles.
The type of terrain and traversability characteristics may be important as it determines which way it can go
and how difficult it will be. So, for instance, if maintaining line-of-sight with a communications station may
be necessary, the IS must be able to model the world so that it can perform the supporting computations to
plan its movements.

Commonsense knowledge
An intelligent system should be able to have generic models available that guide it as it interacts

with the world. This is as opposed to non-intelligent systems, where the environment is constrained to fit
within the system’s expectations (limited knowledge about what is possible). Although all possible
situations cannot be predicted, the system should be prepared to handle many of them by a sub-store of
commonsense knowledge. For example, the system may have to recognize and model stairs and elevators if it
needs to go between floors. Not all stairs have the same geometry or configuration. It must know how
elevators work, if that is appropriate to its job, namely, how to call an elevator, determine that one is
available going in the right direction, selecting the floor, waiting until the right floor is reached and the door
is open, etc. There is a general model of how to use an elevator, but there is tremendous variability in the
actual elevator experience. The intelligent system has to be able to map between the generic and the specific.  

Knowledge Acquisition: Updating, Extrapolating, and Learning
The updating of all sub-stores is conducted as the new information arrives. This information is

frequently incomplete as far as satisfying the documents and models used by IS. An intelligent system must
also be able to fill in gaps in its knowledge. If a moving object appears behind a robotic vehicle, the vehicle
notes that it has an unknown entity that must be identified.  Is it an emergency vehicle that must be given
the right of way or an aggressive driver? It has to extrapolate or interpolate based on what it knows and what
it discovers. All these knowledge acquisition activities require taking into account the uncertainty about what
it does know. When driving down a road, if it is about to crest a hill, it cannot see the road beyond the hill.
Rather than stopping, it should be able to assume that the road continues, and extrapolate based on the local
geometry to forecast where the road exists even if it can’t see it.   

Related to this is the concept of predicting what will happen in the future. A machine tool that has a model
of tool wear should forecast when a particular cutter will need to be replaced. A mobile vehicle will have to
estimate its own trajectory and that of others with which it could potentially collide. The multiresolutional
planning processes use various horizons of anticipation (larger at lower resolution and smaller at higher
resolution.

The ability to anticipate will be amplified by learning new phenomena and control rules from experience. An
intelligent system should become better at performing its job as it learns from its experiences. Therefore, one
aspect that should be part of the testing or evaluation is the evolution and improvement in the system’s
functioning. The IS should have an internal measure of success as it performs its job. It can use the measure
to evaluate how well a particular approach or strategy worked. Just as humans build expertise and become
more efficient and effective at doing a certain job, the intelligent systems should have some means of
improving their performance as well.    

Requirements for Testing Intelligent Systems
Based on the discussion above, there is an initial set of requirements for testing intelligent systems

that arise.  The tests should therefore be designed to measure or identify at least the following abilities:
1. to interpret high level, abstract, and vague commands and convert them into a series of actionable plans
2. to autonomously make decisions as it is carrying out its plans
3. to re-plan while executing its plans and adapt to changes in the situation
4. to register sensed information with its location in the world and with a priori data
5. to fuse data from multiple sensors, including resolution of conflicts
6. to handle imperfect data from sensors, sensor failure or sensor inadequacy for certain circumstances
7. to direct its sensors and processing algorithms at finding and identifying specific items or items within a

particular class



8. to focus resources where appropriate
9. to handle a wide variation in surroundings or objects with which it interacts
10. to deal with a dynamic environment
11. to map the environment so that it can perform its job
12. to update its models of the world, both for short-term and potentially long-term
13. to understand generic concepts about the world that are relevant to its functioning and ability to apply

them to specific situations
14. to deal with and model symbolic and situational concepts as well as geometry and attributes
15. to work with incomplete and imperfect knowledge by extrapolating, interpolating, or other means
16. to be able to predict events in the future or estimate future status
17. the ability to evaluate its own performance and improve

Most of the items on the list allow for a numerical evaluation. However, non-numerical domains play a
substantial role in evaluating intelligence and performance of IS.

5. Performance Evaluation in Non-numerical Domains

This theme focuses upon the aspects of intelligent system performance that are not directly
quantifiable, but which should be subject to meaningful comparison. An example of an analogous aspect of
human performance is the term “intelligent” itself. The notion of quantifying intelligence has always been
controversial, even though people regularly use terms that ascribe some degree of intelligence. Terms ranging
from smart, intelligent, or clever to dumb, stupid, or idiotic, with all sorts of degrees between, express
people’s judgments.  But of course, these are often arbitrary judgments, without any basis for comparison or
consistency of application. The notion of IQ, based on the widely used tests, was intended as a means of
providing some consistency and quantification, but is still controversial.

So how might we do measurements for machines of the virtues that we associate with intelligence? First, we
have to encapsulate the notion of what we mean by intelligence a little better. From the previous section one
can see that the following properties are tacitly considered to pertain to intelligent systems:

• the ability to deal with general and abstract information
• the ability to deduce particular cases from the general ones
• the ability to deal with incomplete information and assume the lacking components
• the ability to construct autonomously the alternative of decisions
• the ability to compare these alternatives and choose the best one
• the ability to adjust the plans in updated situation
• the ability to reschedule and re-plan in updated situation
• the ability to choose the set of sensors
• the ability to recognize the unexpected as well as the previously unknown phenomena
• the ability to cluster, classify and categorize the acquired information
• the ability to update, extrapolate and learn
• being equipped with storages of supportive knowledge, in particular, commonsense knowledge

Then we need to find consistent measurements of what we consider to be the characteristics for each item on
the list.  We want these characteristics, like characteristics of software system performance quality in general,
to provide us with goals to strive for in developing systems.    

Ideally, the characteristics of value would be even more than engineering goals. They would be theoretical
constructs in a “science of the artificial” [Simon, 69] – in this case, the science of Artificial Intelligence, or
(being more specific) in the science of knowledge representation.  As with other scientific fields, the
constructs would be used in models (generally called scientific theories when they have been combined with a
means of generating hypotheses and the hypotheses have been tested enough that the models are widely
trusted).  Some theoretical constructs may be easily judged from behavior of systems (“surface constructs”),
but as in natural sciences, they might also be deeply hidden from view, within very complex models (“deep
constructs” [see Reeker, 00]). In general, the depth of the construct is determined by the level of resolution
accepted in a particular representation. In a multiresolutional system of knowledge representation, each level
of resolution can be characterized by a particular “depth of the construct.” These phenomena find their
implementation in Entity-Relational Networks of words that are organized in the multiresolutional hierarchies
of ontologies [Meystel, 01].



From the standpoint of human cognition, the components of intelligence are hidden deeply in the models of
Cognitive Science (an interdisciplinary part of Psychology, which is also a developing science).  This is one
reason that IQ is still controversial: The model that backs up the measures is not complete.  But it has
nevertheless been possible to endow IQ with some consistency that ad hoc descriptions do not have.  This is
because there is some consistency in measurement and some predictive value in terms of future human
behavior.  We would like this to be true for measures of intelligence in artificial systems, too, and it may
turn out that we have a distinct advantage over the cognitive scientists. This advantage is that we can, so to
speak “get into the heads” of intelligent artifacts more readily than we can with humans.  

Ontologies and Reasons for Comparing Them in Intelligent Systems
How do we proceed to compare intelligent systems in these non-numerical areas? As a beginning, it

is suggested that we look at what is the core of an intelligent system (maybe of a human as well as an
intelligent computer program) – the way in which a system conceives of the world external to itself, the
internal representation of what is and what happens in the world. This is what has come to be called an
ontology in recent years. Ontologies are closely connected to a number of basic constructs that are highly
relevant to the performance of an intelligent system. They are clearly of importance in planning, making
decisions, learning, and communicating, as well as sensing and acting.  An ontology is used in a computer
program along with a logic. The “control” or dynamic aspects of that logic may be embedded in the computer
program itself, or it may be in a special program that manipulates a knowledge base of logical formulas, or a
database manipulation system.  

Whether an ontology is used within a computer program (or even the requirements statement of a planned
computer program), a database (and its associated programs), a knowledge based system, or an autonomous
artificially intelligent system, the ontology is indeed an informational core. As the architecture of the
knowledge repository, the ontology (ontologies) are multigranular (multiresolutional, multiscale) in their
essence because of multiresolutional character of the meaning of words [Rieger, 01]. In integrating systems,
the presence of a shared ontology is what will allow interoperability. The term can be applied to the world-
view of a human, too (in fact, is derived from a human study) though it may be easier to elicit it from the
machine, as remarked above. (A fact related to the “knowledge acquisition bottleneck”.) Thus it is an aspect
of intelligent behavior that we may be able to compare from one system to another and correlate with the
more general notion of intelligence in a system.  

Returning to the best attempts to date to measure human intelligence, it is worth noting that a human’s
individual ontology might be explanatory for human intelligence, so it is not surprising that there are indirect
measures of ontologies on IQ tests and achievement tests.  They may give us an idea as to how to proceed
with this aspect of an intelligent system. To measure the breadth of the person’s intelligence, is it useful to
ask if some people have “broader” ontologies than others.  That is, do they cover more areas, or more
subjects, or more aspects, or more details. Should we expect that these broader ontologies will manifest
themselves in, say, a scholastic aptitude test (which in turn correlates with IQ)? Does the “broader” ontology
testifies for the breadth of intelligence?  Would that broader ontology influence the ability of the intelligent
system (including humans) to make better decisions?  For people, the answers seem to be “yes”.  It is
tempting to imply that for machines, as well.

Undoubtedly some people have ontologies that make more adequate, at least more accurate distinctions
among different activities and objects that are present in the world (we can call this a “deeper” ontology”).
That makes it possible for them to reason with more precision.  In other words, the breadth and the depth of
the ontology entails more powerful knowledge representation system. So the evaluation of ontologies is, to
some extent at least, not unreasonable in gauging human cognitive performance.  Is it a reasonable measure
for machines?  If so, how is the measure to be utilized?  These are questions to be examined at
PERMIS’2001.

A Human View of Ontology
In this subsection, we would like to describe a view of a human ontology further, with the purpose

of expanding the analogy to intelligent systems.

Humans use their ontologies (ON) (and actually, the whole system of knowledge representation) to label,
categorize, characterize, and compare everything -- every object, every action.  If a human learns the meaning



of some new entity, it is because a label for this thing is put into the knowledge representation (KR) system,
and eventually into a place in the ontology that relates it to the rest of the human’s knowledge.  If a human
learns more about that entity, it is because more of its attributes, bounds, and relationships are specified in an
Entity-Relational Network (ERN) of the knowledge representation (KR) where the ontology resides. The
person does not have to bring all of its understanding of that same entity to conscious attention all the time,
as it would be a distraction. So, the ontology is usually accessed only as much as needed to make the
decision, or to communicate ideas and understand ideas communicated by others.  Stripping off the details
allows people to note resemblances and make comparisons.

A human’s Knowledge Representation (KR) system (which the ontology provides some meaning) reflects
reality to the extent that it helps the human to deal with the world external to the human’s mind in a way
that enables good decisions and accurate predictions.  If it does not, the person should be able to change it so
that it better reflects reality, by learning that enriches the ERN of KR.  That is one way in which an organism
worldview must depend on its experiences.  The experiences themselves depend on actions that have been
taken, sensory information that has been absorbed and communications that have been received and
understood.  Each person’s ontology is therefore unique to that person, since each has different experiences,
and maybe also different ways to learn from those of another person. Each discovers new ideas and makes
new distinctions in ways that nobody fully comprehends and they become a part of my ERN-ON-KR system.

The relationship between the ontology and direct experiences of a sensory nature, coupled with activity and
what it accomplishes is a part of the property called grounding which is a part of the process of symbol
grounding [Harnad, 90].  When I learn language or learn the external world, this constantly extends my
symbol grounding, since information might be conveyed that affects the ontology.  There may be innate
tendencies that provide symbol grounding, such as the fact that we can store information and access it and
have a sense of sequence, but it is not our specific purpose to inquire about these.

The rational interpretation of things communicated to an individual (or discovered by one) is affected by and
affects that individual’s ontology.  The organism may encounter “raw” pains, perceptions, and emotions that
are not fully understood, but even these may be refined and contextualized by an existing ON.  If an
organism is to successfully communicate to others, it must encode, in a shared language, things that are in
its ontology and shared to at least some degree in the ontologies of those receiving the communications.
Questions, context, and conversations help to facilitate this sharing.

Decisions that lead to a high probability of success in dealing with the external world can only be made in
the light of an individual’s KR-based understanding of the facts surrounding the decision.  If that individual
does not have alternative actions characterized by information in an ontology, that individual cannot compare
thee alternatives, and therefore cannot consider them in rational decision processes.  If an organism’s
ontology does not reflect reality, the organism will make irrational and perhaps unsuccessful decisions.
Complex decisions involve problem solving, and I must be able to access methods for solving problems.

 The issue of such methods as part of ontologies is developed more deeply in a paper authored by
Chandrasekaran, Josephson, and Benjamins [see Chandrasekaran, 99].  There it is pointed out that a decision-
making system requires both a subject matter ontology and a problem solving method ontology.  It is
possible – and may be needed - to imagine even a larger ontology of activities.

If a person is to learn, it will be guided by the person’s ontology in the learning process.  Maybe natural
linking mechanisms in sensory processes can be brought to bear in certain learning tasks, so a path through
the woods or a list of words can be learned in seemingly built-in ways.  This rote learning can be improved
upon by relating items within an existing ontology.  If a person is to classify items, it must be do so based
on attributes, which are in the person’s ontology.  To search memory, that person needs to do so based on
shared attributes, related activities, and other sorts of relationships.  To learn by reinforcement, a system
needs to associate the reinforcements with actions, objects, features, bounds, and relationships.  To transfer
learning from one task to another, it is necessary to use an ontology to find mappings from one action or
object to another.

Objects in an ontology can be composed of other objects.  An action may involve many objects (with their
attributes, bounds and relationships) and other actions that somehow get “hooked together”.  An object may
be defined by attributes that include defining actions.



Measuring Non-Numerical Aspects of Intelligent Systems Related to Ontologies
Can we exploit the idea of the human ontology above as a “core” of intelligence to characterize and

compare intelligent behavior is machines based on a machine’s ontology, built-in or acquired?  Like a
human, a machine may have sensors connected to subsystems of sensory processing.  The machine may be
able to take certain actions that provide grounding for the ontology.  If it can learn, perhaps it can extend its
ontology.  How can we characterize that ontology in a way that will allow us to characterize the machine’s
capabilities?  How can we characterize its ability to change the ontology? If it has an ability to communicate
to other machines or people, how does this ability add to its capabilities (and to its ontology)? These are
some of the ideas to be explored in PERMIS’2001.

6. Evaluation: Mathematical and Computational Premises

Consider a general situation: there is a set of goals (G1,..., Gn) and a set of IS (or intelligent agents)
to achieve these goals.  Different intelligent systems, or agents might have different goals, or they might put
different weights on the various goals.  Further, they might be better or poorer at pursuing those goals in
differing contexts.  That is, they might have different components of intelligence (I1, I2,..Is) and these would
be more or less important in the different contexts (C1,..., Cq) that should also be known.     

This dependence on the context determines that agents might be good at one set of matters, but bad in others.
The agent might be good at trying and learning about recognizing new objects in the surrounding world, but
poor at doing anything risky.  It is typical for humans to have a portfolio of "intelligences" as well as
“goals.”  It would give some value to all the different goals, and would have some value to each dimension
of intelligence. One agent might be characterized as an explorer, while another is very good in performing
repetitive routines. Which agent should be evaluated as a preferable one?  Obviously, this would depend on
the goal and the context. An unequivocal answer might be impossible at a single level of resolution because
the true result depends on the distribution of the types of agents and the contexts that the groups of agents
find themselves in. Thus, the “intelligences” as well as “goals” might require representing them as a
multiresolutional system.

A brief summary of the notation described then is
{G1,..., Gn }- set of goals, i=1, … , n
{ISm}  - set of intelligent agents to achieve these goals, p=1,…,m
{I1, I2,..Is } - different components of the vector of intelligence, j=1, … , s
{C1,..., Cq} - different contexts, k=1, …, q.
VI – vector of intelligence

where i are indices for goals   and
j are indices for the components of the vector of intelligence

Multiresolutional Vector of Intelligence (MVI)
What should be measured to evaluate intelligence? The Multiresolutional Vector of Intelligence

(MVI), and the level of success of the system functioning when this success is attributed to the intelligence
of the system. The need to construct a MVI and determine their success emerges in many areas. It is not clear
whether “success” is (or should be) correlated with “reward” and “punishment.”

What constitutes the appropriate scope and levels of details in an ontology is practically driven by the
purpose of the ontology. The ability to dynamically assume one level of detail among many possible details
is important for an intelligent system. It might depend on the purpose of a system. In that sense the long
term purpose of the system is different from its short term or middle term goals. Clearly, the long term
purpose and the multiple term goals are goals belonging to different levels of resolution and should be treated
in this way. This brings us back to the measures of intelligence through success: is intelligence to be
measured by the ability of a system to succeed in carrying out its goals? Can the highly successful
functioning at one level of resolution co-exist with the lack of success at another? Are the “successes “nested”
or independent one from another?
Evaluation of intelligence requires our ability to judge the degree of success in a multiresolutional system of
multiple intelligences working under multiple goals. This means that if success is defined as producing a
summary of the situation (a generalized representation of it), the latter can be computed in a very non-



intelligent manner especially if one is dealing with a relatively simple situation. Indeed, in primitive cases,
the user might be satisfied by composing a summary defined as “list the objects and relationships among
them” i.e. a subset of an entity-relational network (ERN). On the other hand, the summary can be produced
intelligently by generalizing the list of objects and relationships to the required degree of quantitative
compression with the required level of the context related coherence. Thus, success characterizes the level of
intelligence if the notion of success is clearly defined.

The need in determining levels or gradations of intelligence is obvious: we must understand why the
probability of success increases because somebody is supposed to provide for this increase, and somebody is
supposed to pay for it. This is the primary goal of our effort in developing the metrics for intelligence. The
problem is that we do not know yet is the basis for these gradations and are not too active in fighting this
ignorance. What are these gradations, how should they be organized, what are their parameters that should be
taken in account?  We can introduce parameters such that each of the parameters affects the process of problem
solving and serves to characterize the faculty of intelligence at the same time.

Multiresolutional Architecture of Ontology is a part of the Multiresolutional Vector of Intelligence. The
following list of 25 items should be considered an example of the set of coordinates for a possible
Multiresolutional Vector of Intelligence (MVI):

(a) memory temporal depth
(b) number of objects that can be stored (number of information units that can be handled)
(c) number of levels of granularity in the system of representation
(d) the vicinity of associative links taken in account during reasoning of a situation, or
(e) the density of associative links that can be measured by the average number of ER-links related to a

particular object, or
(f) the vicinity of the object in which the linkages are assigned and stored (associative depth)
(g) the diameter of associations ball (circle)

The association depth does not necessarily work positively, to the advantage of the system. It can be
detrimental for the system because if the number of associative links is excessively large the speed of
problem solving can be substantially reduced. Thus, a new parameter can be introduced

(h) the ability to assign the optimum depth of associations

This is one more example of recognition that should be performed, in this case, within the knowledge
representation system. Obviously, the ability “h” is tightly linked with the ability of IS to deal with
incomplete commands and descriptions (see Section 1).

Functioning of the behavior generation module, for example, evokes additional parameters, properties and
features:

(i) the horizon of extrapolation, and the horizon of planning at each level of resolution
(j) the response time

(This factor should not be confused with a horizon of prediction, or forecasting which should
combine both planning and extrapolation of recognized tendencies).

(k) the size of the spatial scope of attention
(This corresponds to the vicinity of the associative links pertinent to the situation in the system of
knowledge representation)
(l) properties and limitations of the aggregation and decomposition of conceptual units.

The latter would characterize the ability to synthesize alternatives of decisions and choosing one of them (see
Section 1).

The following parameters of interest can be tentatively listed for the sensory processing module:
(m) the depth of details taken in account during the processes of recognition at a single level of

resolution
(n) the number of levels of resolution that should be taken into account during the processes of

recognition



(o) the ratio between the scales of adjacent and consecutive levels of resolution
(p) the size of the scope in the most rough scale and the minimum distinguishable unit in the most

accurate (high resolution) scale

It might happen that recognition at a single level of resolution is more efficient computationally than if
several levels of resolution are involved. A more fine system of inner multiple levels of resolution can be
introduced at a particular level of resolution assigned for the overall system. The latter case is similar to the
case of unnecessarily increasing the number of associative links during the organization of knowledge.

Spatio-temporal horizons in knowledge organization as well as behavior generation are supposed to be linked
with spatio-temporal scopes admitted for running algorithms of generalization (e.g. clustering). Indeed, we do
not cluster the whole world but only the subset of it which falls within our scope. This joint dependence of
clustering on both spatial relations and the expectation of their temporal existence can lead to non-trivial
results.

One should not forget that generalization (the ability to come up with a “gestalt” concept) is conducted by
recognizing an object within the chaos of available spatio-temporal information, or a more general object
within the multiplicity of less general ones. The system has to recognize such a representative object, event,
or action if they are entities. If the scope of attention is too small, the system might not be able to recognize
the entity that has boundaries beyond the scope of attention. However, if the scope is excessively large, then
the system will perform a substantial and unnecessary job (of searching and tentatively grouping units of
information with weak links to the units of importance).

Thus, any system should choose the value of the horizon of generalization (that is the scope of the procedure
of focusing of attention) at each level of resolution (granularity, or scale).

All of these parameters characterize the realities of the world and the mechanisms of modeling that we apply
to this world. These parameters do not affect the user’s specifications of the problem to be solved in this
system. The problem is usually formulated in the terms of hereditary modeling that might not coincide with
the optimum modeling, or with the parameters of modeling accepted in the standard toolbox of a decision-
maker.

The problem formulated by a user often presumes a particular history of the evolution of variables available
for the needs of the intelligent system. Simultaneously, the user requests a particular spatio-temporal zone
within which the solution of the problem is desirable. However, the input specifications often do not require
a particular decomposition of the system into resolution levels and the intelligent system of CSA is free to
select it in an “optimal” way. In other cases, the user comes up with already existing decomposition of the
system that appeared historically and must not be changed (like the organizational hierarchy of a company
and/or an Army unit). Sometimes, it is beneficial to combine both existing realistic resolution levels and the
“optimal” resolution levels implied by the optimum problem solving processes.

The discrepancy between these decompositions requires a new parameter of intelligence

(q) an ability of problem solving intelligence to adjust its multi-scale organization to the hereditary
hierarchy of the system, this property can be called “a flexibility of intelligence”; this property
characterizes the ability of the system focus its resources around proper domains of information.

In the list of specifications of the problem the important parameters are

(r) dimensionality of the problem (the number of variables to be taken in account)
(s) accuracy of the variables
(t) coherence of the representation constructed upon these variables

For the part of the problem related to maintenance of the symbolic system, it is important to
watch the

(u) limit on the quantity of texts available for the problem solver for extracting description of the
system
and this is equally applicable for the cases where the problem is supposed to be solved either by a
system developer, or by the intelligent system during its functioning.



(v) frequency of sampling and the dimensionality of the vector of sampling.

Most of the input knowledge arrives in the form of stories about the situation. These stories are organized as
a narrative and can be considered texts. In engineering practice, the significance of the narrative is frequently
(traditionally) discarded. Problem solvers use knowledge that has been already extracted from the text. How?
Typically, this issue is never addressed. Now, the existing tools of text processing allow us to address this
issue systematically and with a help of the computer tools of text processing

Finally, the user might have its vision of the cost-functions of his interest. This vision can be different from
the vision of the problem solver. Usually, the problem solver will add to the user’s cost-function of the
system an additional cost-function that would characterize the time and/or complexity of computations, and
eventually the cost of solving the problem. Thus, additional parameters:

(w) cost-functions (cost-functionals)
(x) constraints upon all parameters
(y) cost-function of solving the problem

This contains many structural measures. We need to trace back from an externally perceived measure of
“success” or intelligence to a structural requirement. E.g, the construction codes specify thickness of
structural members, but these dimensions are related to the amount of weight to support – the performance
goal is the lack of building collapse.  

Important properties of the Intelligent Systems are their ability to learn from the available information about
the system to be analyzed. This ability is determined by the ability to recognize regularities and irregularities
within the available information. Both regularities and irregularities are transformed afterwards into the new
units of information. The spatio-temporal horizons of Intelligent Systems turn out to be critical for these
processes of recognition and learning.

Metrics for intelligence are expected to integrate all of these parameters of intelligence in a comprehensive and
quantitatively applicable form. Now, the set {VIij} would allow us even to require a particular target vector of
intelligence {VIT} and find the mapping  {VIT}à {VIij}  and eventually, to raise an issue of design:  how to
construct an intelligent machine that will provide for a minimum cost (C) mapping.

[{VPT}à {VIij}]àmin C
 

where
{VIij} – vector of intelligence
{VIPT} – a particular target vector of intelligence (vector of intelligence that we are trying to
develop within a system)

By the way, has this ever been done for the systems that are genuinely intelligent? Of course, this question is
not related to design, just to measurement.

The Tools of Mathematics
The following areas of mathematics should be considered belonging

The following tools are known from the literature as proven theoretical and practical carriers of the properties
of intelligence:

• Using Automata as a Generalized Model for Analysis, Design, and Control
• Applying Multiresolutional (Multiscale, Multigranular) Approach

1. Resolution, Scale, Granulation: Methods of Interval Mathematics
2. Grouping: Classification, Clustering, Aggregation
3. Focusing of Attention
4. Combinatorial Search
5. Generalization
6. Instantiation

• Reducing Computational Complexity  
• Dealing with Uncertainty by



1. Implanted compensation at a level (feedback controller)  
2. Using Nested Fuzzy Models with multiscale error representation

• Equipping the System with Knowledge Representation
• Learning and Reasoning Upon Representation
• Using bio-neuro-morphic methodologies
• General Properties of Reasoning

—Quantitative as well as qualitative reasoning
—Generation of limited suggestions, as well as temporal reasoning
—Construction both direct and indirect chaining tautologies (inferences)
—Employing non-monotonic as well as monotonic reasoning
—Inferencing both from direct experiences as well as by analogy, and
—Utilizing both certain as well as plausible reasoning in the form of

1. Qualitative Reasoning
2. Theorem Proving
3. Temporal Reasoning
4. Nonmonotonic Reasoning
5. Probabilistic Inference
6. Possibilistic Inference
7. Analogical Inference
8. Plausible Reasoning: Abduction, Evidential Reasoning
9. Neural, Fuzzy, and Neuro-Fuzzy Inferences
10. Embedded Functions of an Agent: Comparison and Selection

Each of the tools mentioned in the list allows for a number of comprehensive embodiments by using
standard or advanced software and hardware modules. Thus a possibility of constructing a language of
architectural modules can be considered for future efforts in this direction.

The Tools of Computational Intelligence
Proper testing procedures should be associated with the model of intelligence presumed in the

particular case of intelligence evaluation. It seems to be meaningful to compare systems of intelligence that
are equipped with similar tools. In this section we introduce the list of the tools that are known from the
common industrial and research practice of running the systems with elements of autonomy and intelligence.
It is also expected that these tools can be used as components of the intelligent systems architectures. Thus,
they might help in developing and applying types of architectures that will be used for comparing
intelligence of systems.

Learning.
We have separated this into an independent sub-section because of the synthetic nature of the matter.

Learning is the underlying essence of all phenomena linked with functioning of an intelligent system. It uses
all mathematical and computational tools outlined for all other subsystems. In the machine learning
community, the attention is paid to three metrics: the ability to generalize, the performance level in the
specific task being learned, and the speed of learning.  From the intelligence point of view, the ability to
generalize is the most important since the other two capabilities dwell on the ability to generalize. Systems
can do rote learning, but without generalization, it is impossible, or at least very difficult to apply what has
been learned to future situations.  Of course, if two systems were equivalent in their ability to generalize,
with the same resulting level of performance, then the one which could do this faster would be better.
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Abstract

In this tutorial, an outline of the theory of intelligent systems is presented as a sequence of the
following issues. The term “Intelligent Systems” has a meaning implied by our usage of it
within the domain related to the formidable phenomenon of Life and functioning of Living
Creatures. However, neither for living creatures not for engineering devices this term cannot
be presented through the list of functional properties and/or design specifications. Our theory
is based upon two phenomena that should be considered in their interconnection: a) the
existence of an Elementary Loop of Functioning (ELF) in all cases of systems with
intelligence, and b) formation of Multiple Levels of Resolution (MR) as soon as ELF emerges.
MR levels develop because of the mechanisms of joint Generalization and Instantiation due to
the processes of grouping, focusing attention and combinatorial search (GFACS). The latter
are explanatory for the subsystems of Learning/Imagining/Planning that are characteristic of
all intelligent systems. This paper introduces the variety of mechanisms of disambiguation
that pertain to functioning of intelligent systems.On the other hand, MR and ELF together
lead to the development of Heterarchical Architectures. The above concepts are explanatory
of the kinds of intelligence that are observed in reality and suggest how to test the
performance of intelligent systems and what are the metrics that could be recommended.

1. Intelligent Systems: Invoking
the Design Specifications

Multiple characterizations of intelligence and
intelligent systems have been collected in [1, 2].
The meaning of the terms are instilled by our
associations with human beings, or even with
living creature in general. The desire to create
similar properties in constructed systems has
determined the tendency to anthropomorphize
both faculties and functions gadgets and systems
belonging to various domains of application.
This starts with categorizing objects into
ACTORS, or agents that produce changes in the
state of the world by developing ACTIONS, and
the OBJECTS OF ACTIONS, i. e. the objects
upon which the ACTIONS are applied.
ACTIONS are the descriptions of activities
developed by the ACTORS.

Yet, this does not give an opportunity to
exhaustively, or even simply adequately describe
intelligent systems in the terms of design
specifications. One reason for this is that
specifications are never complete.  They are
never fully appreciated and understood either.

Example 1: Spot Welding Robot. These are the
features that are frequently claimed for it:
• It has Basic Intelligence. The meaning of this

assertion does not extend beyond simple
salesman decorative phrase.  Even in the
universities, courses on binary logic and
circuits with switches are called “Introduction
to Intelligent Systems”. Even a wall switch
can be characterized as a carrier of
intelligence of making the light “on” or “off”.

• Programmed for specific task. Certainly the
number of programmed functions is very
limited in a robot. Yet, probably, any number
of functions being pre-programmed is an
evidence of intelligence (the one of the
designer, the ability of the system to store
information (“memorize things”).
Memorization what should be done in a
response to a particular command is
considered a certain level of animal
intelligence.

• No operator is needed. When you see this
statement in the list of welding robot
specifications, you should raise a question
what is the quality of the results of welding
comparing with welding by a human
operator. Even now, the feedback system are



limited in their ability to eliminate the need in
a good professional welder.

• Can only perform repetitive tasks without
deviation from programmed parameters. No
doubt about it: one should realize that this
statement is rather a disclaimer than a claim
of intelligent functioning.

Example 2: Mars Sojourner.  The word “Mars”
evokes associations of the machines of the
future. However, no real faculties of intelligence
could be listed (the welding robot was
substantially “smarter”).
• Remote Control – should not be considered a

property of intelligence because  by
extending the distance between the operator
and the machine we do not make the machine
smarter, or more sophisticated, or capable of
dealing with unexpected situations, or
interpret illegible commands, etc.

• Light elements of autonomy. The
specifications do not expand on this concept
(“autonomy”). Probably, the ability to
provide a feedback control can be (arguably)
interpreted as elements of autonomy.

• Can Perform a variety of maneuvers
(limited). This property seems to be similar to
having preprogrammed functions.

• A particular maneuver is performed
independently. All available maneuvers
should be discussed and evaluated separately.
Indeed, the maneuver of “turning right” and
the maneuver “make a K-turn in a particular
tight space” require different level of
intelligence: from zero up to the substantial
degree of perception-based autonomy.

• Not capable of deciding what to do next (no
planning). Absence of “planning” in most
cases means no intelligence.

• Problem:10 minute communication Lag
Between earth and Mars (and probably, the
guy does not know what to do next and does
not dare to think about it!)

Example 3: Bomb Disposal Robot. This is
another case of the device for remote
performance (extention of capabilities of a
human operator). These robots are called
“intelligent” because of the importance of their
mission, and also because the should be able to
reproduce human movements with absolutely no
mistakes.

• Remote Operation with high accuracy create
the aura of respect. If the “increase in
accuracy” could be claimed, this would be a
very conspicuous demonstration of an
intelligence.

• Requires very skilled operator. This is a claim
of intelligence of the operator. However, it is
an important assertion that this remote control
device cannot substantially detriment the
skills of the operator.

• Incapable of acting on its own (does not have
any intelligence at all). This is related to most
of the remote controlled devices.

Example 4. Intelligent Network. An example of
the communication system with intelligent
systems as the nodes of the network is shown in
Figures 6 and 7 of [3]. The description of the
communication network containing intelligent
systems demonstrates that a) the concepts of
closure within the intelligent node, b)
multiresolutional distribution of information, and
c) heterarchical networks are characteristic for
this example. This was not observed in the
Examples 1 through 3. Thus, one might assume
that our dissatisfaction with Examples 1 through
3 was based upon an existing difference between
classes of systems as far as the level of their
intelligence is concerned.

In our further discussion, we will call all objects
including ACTORS and OBJECTS OF ACTION
by the term entity. The ACTION can be
characterized and represented as a Discrete
Event (DE). The concrete choice of the
phenomena and objects as actors, DE and objects
of action is determined by a combination of
temporal and spatial resolution characteristic for
a particular level. The structure of the object at a
particular level of resolution is shown in Figure
1. The structure of the DE for a level of
resolution can be introduced in a similar way.
The structure is a recursive one because each
“part” can be substituted by a similar structure,
and the representation of objects will evolve into
the high resolution domain.  Similar evolution is
possible into the low resolution domain: Figure 1
should be used for representing each of the
parents.

Thinking about constructed intelligent systems
brings the researcher to the ideas of autonomous
robots that are capable of understanding
incomplete assignments (commands), apply the
general intention of the command to the



particular situation at hand, etc. How about
telling the robot: “Go to the window and alert me
if something unexpected appears in the street?..”
Apparently, this is the performance of an
intelligent system that is justifiably expected in a
market of intelligent systems soon enough. This

popular demand is not far from its possible
satisfaction. The designer’s options include on-
line or off-line learning from experience and
using multiple tabulated alternatives together
with efficient decision making procedures.

Figure 1. Structure of the Object

2. E L F: Elementary Loop of
Functioning

The Law of Closure. Closure is the foremost
property of Intelligent Systems (IS) and should
be satisfied at all levels of its Architectures. The
Elementary Loop of Functioning (ELF) of IS can
be defined at each level of the IS and should be
consistently closed in each communication link
between the subsystems of ELF as described in
[1, 2, 4]. Unlike the classical “feedback loop,”
the loop of ELF is not focused upon the
deviation from the goal: it is focused upon the
goal. As soon as we can explain for a particular
scene and/or for a particular situation who are
the ACTORS, what ACTIONS do they develop,
and upon which OBJECTS OF ACTION their
actions are applied – the Elementary Loop of
Functioning has been found. In Figure 2. The
subsystems of this loop determine basic
properties of the intelligent system.

SENSORS (S) are characterized by their ultimate
resolution and their scope of the information
acquisition per unit of time. In SENSORY

PROCESSING (SP), the primary clustering is
performed (together with organization and
bringing all available data to the total
correspondence), and the resolution of clustered
entities is evaluated. The WORLD MODEL,WM
(or Knowledge Representation Repository,
KRR) unifies the recently arrived and the earlier
stored information within one model of
representation that determines values of
resolution for its subsets. Mapping the couples
[goal, world model] into the sets of output
commands is performed by BEHAVIOR
GENERATION (BG) for the multiplicity of
available ACTUATORS (A), actually maps the
resolutions of the WORLD MODEL into the
resolutions of output trajectory.

Closure of all these units
(…èWèSèSPèWMèBGèAèWè…) is
determined by the design of the system and the
learning process of defining the languages of the
ELF subsystems.
• The First Fundamental Property of Intelligent

Systems Architectures (the property of the
existence of intelligence), can be visualized
in the law of  forming the loop of closure.
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Figure 2. Design of a military situation (source:
DARPA)

Closure is satisfied and the consistency of ELF
holds  when the unity of language (vocabulary
and grammar) holds for each communication
link between every pair of ELF subsystems.
• No matter what is the nature of the intelligent

system, no matter what is the object-oriented
domain under consideration, the structure of
closure is always the same.

Statistical Closure. Functioning of the ELF
cannot be impeccable because of noise and
disturbances arriving from the external world
and because of the errors of computations within
ELF. Thus, as a result of mistakes,  the property
of closure is not satisfied impeccably. Thus, we
should expect that only statistical closure can be
satisfied reliably. The phenomenon of the time
span between the “cause” and the “effect” is
observed for both the closure of “in-level”
functioning and the closure that is demonstrated
for reduction of resolution when the information
is integrated bottom-up. The following

observations are important for interpreting
reported information on the events in a system:

• The existence of closure at the lower
(generalized) levels of resolution was
considered a surprise and was even given a
special term: “statistical closure” [5].

Now, it would not be difficult to understand that
every closure is a statistical closure including
closure reflected by the “in-level” functioning as
well as closure obtained as a result of
generalization of information tp the lower level
of resolution.

• Obviously, there are no cause-effect events
that happen simultaneously:  if absence of the
time span was reported, there is no basis for
considering particular events of having
“causeàeffect” relationships.

• The time of any event is an integration of
realistic or statistical results of the potential
multiple experiments.  This should be
realized while determining whether the
events are separated by a time span.

These observations can often protect us from a
misinterpretation, but not in all cases. Even
consistent ELFs are capable of  generating

Tactical UAV



misinterpretations related to causality. Example:
it is known that 80% of patients with hip fracture
die within a year not because of hip fracture
complications but because they had another
condition that brought them to fall (they had it
prior to the hip fracture). Obviously, many of
these misinterpretations ascend to the formation
of the languages for the subsystems of an ELF.
The purpose may not always be explicitly
represented but it can always be explicated as the
analysis of causes. Although, etiological analysis
(contemplation of causes) is always presumed, it
is seldom performed.

 3. Levels of Resolution and
Intentionality: Multiresolutional
Analysis

We need to reduce the complexity of
computations by grouping similar units (entities)
into the larger formation that can satisfy the
definition of an entity, too. The words “we need”
are italicized because the issue of “need” is a
critical one in the very emergence of this
phenomenon: multiple levels of resolution. The
needed entity is a “lower resolution” entity: the
details of high resolution are unified together
under a specific objective (representing the
intentionality). The totality of lower resolution
entities forms a “lower resolution world” of
representation, or the “lower resolution level.”
Within the “scope of the world” considered at
the higher resolution, we will have much smaller
total number of entities, and for the same
computational power, the scope of the world or
the efficiency of computation can be
substantially increased. This is why we are
searching for the lower resolution entities and
producing generalizations. Thus: the limitations
in processing speed, memory size, and sensor
resolution spur our creativity up.

There are numerous ways of representing
information at a level of resolution. The most
wide spread method presumes performing a
sequence of the following steps as the Algorithm
of Information Organization:
Step 1 (S1). Hypothesizing the entities within
particular boundaries separating them from the
background and other hypothesized entities.
More than one hypothesis for an entity is
expected to be introduced (a list of hypotheses is
supposed to be formed and maintained)

Step 2. Searching for confirmation of the
hypotheses {H} of Step 1 (HS1) and evaluation
of current probabilities of  HS1 being the “truth,”
Step 3. Hypothesizing a meanings of the
hypothesized entities [HS1ièMi]; call this
couple “a meaningful entity.” More than one
hypothesis for the meaning is expected to be
introduced (a list of hypotheses is supposed to be
formed and maintained).
Step 4 . For each hypothesized meaningful entity
[HS1ièMi] determine its plausible goal
(objective)
{[HS1ièMi] under the goal G}. This is
associated with the ability to hypothesize (and
verify) the “causeàeffect” couples and
hypothesize a purpose of events (etiological
analysis).
Step 5 . For each {[HS1ièMi] under the goal G}
determine its relationships with other meaningful
entities of the “scene,” going back to Steps 1 and
2; considering different hypotheses; converging
to the maximum values of probabilities
evaluation.
Step 6. Constructing the entity-relationship
network for the scene (ERNj)
Step 7. Search within ERN for islands-
candidates for generalization into the entities of
lower resolution. As the candidates has been
determined consider them hypotheses of entities
with particular boundaries similar to those
mentioned in Step 1 and GO to Step 2. If no
new islands emerged, EXIT from the recursive
search from entities and GO to Step 8.
Step 8. Submit the hierarchy of ERNs to World
Model.
This sequence of steps can be applied to any type
of information representation including visual,
audio, verbal, etc. The sequence can be
illustrated by using a set of multiresolutional
images, for example, from [6].

One can see that some Logic is presumed to be
introduced for dealing with the multiresolutional
information at hand. Unlike the standard
propositional and predicate calculi, this logic has
to predicate various situations and related sub-
situations by their goals (purposes, objectives)
being important factors in the process of
inference. We believe that the Intensional Logic
of Entities (Objects) can be proposed for using in
the system with multiresolutional ELFs. An
important role is here allocated with the concept
of alternative worlds (possible situations or
possible worlds). This can be considered an
extension of the known notion of the “world
model”. This allows looking for alternatives to



Figure 3. Combinatorics of GFACS/GFACS-1
functioning

the actual course of events in the world. On the
other hand, adding the hypothesized purposes
makes all statements intentional as well.

Intensional logic with explicated intentionality
should become a basis for the introductory
Multiresolutional Analysis (MA). The latter can
be defined as constructing the representation and
using it for the purposes of decision making.
Using computational algorithms leads to taking
advantage of representing the World as a set of
sub-Worlds each with its individual scope and
the level of detail.

The possibility and the need for MA is looming
as can be seen from D. Dennett’s
Multiresolutional Stance where the property of
considering many levels of resolution is being
associated with intentionality:

“To explain the intentionality of a system,
we simply have to decompose the system
into many, slightly less intelligent,
subsystems. These subsystems can also be
broken down into many more less intelligent
subsystems. We can continue to break up
these larger systems until  eventually we
find ourselves looking at individual
neurons” [7].

Multiresolutional analysis boils down to
purposeful development of multiresolutional
heterarchies which 
*protects us from paradoxes  [e.g. of the pitfalls
of self-referencing]
*allows for interlevel disambiguation

*determines true ontologies and definitions
*outlines symbol grounding activities

4. GFACS and GFACS-1:
Generalization and Instantiation
by Using GFACS Operator

Both GFACS and GFACS-1 consist of the
simpler procedures that are called “grouping”,
“focusing attention”, and “combinatorial search”.
Most of the procedures that are being applied for
computer vision and intelligent control systems
are based upon the GFACS set of procedures.
Examples: “Windowing” broadly aplied for
selection of the representative part of the
information set, is actually searching
(combinatorially), CS. Masking irrelevant sub-
entities is  actually focusing attention, FA. On
the other hand, the same “Windowing” contains
a substantial component of “masking” and thus,
can be interpreted as “focusing attention”, FA in
additional to searching combinatorially, CS. All
algorithms of “clustering” can justifiably be
interpreted as “grouping”, G. Algorithms of
“filtering” are “focusing attention”, FA.
Hypothesizing the entity in an image always
includes all of the above: G, FA, CS.

4.1 Level-to-level Transformation:
Generalizing by GFACS
 The Algorithm of Information Organization
presented above (see Section 3) contains the
operator of generalization in its Step 7. It can be
further decomposed into the following sub-steps:

7.1 Search within ERN for islands-
candidates for generalization into the entities of
lower resolution. This search will include
forming tentative combinations of high
resolution entities into sub-entities that allow for
a consistent interpretation. Logic of this
“combinatorial search” includes “focusing
attention” upon the results of tentative
“grouping” and determine properties of these
tentative groups  and their relations with each
other.

7.2 As the candidates has been
determined, finalize “grouping” and label the
groups.

7.3 Consider these groups to be
hypotheses of entities and analyze the
corresponding ELFs.

Generalization is finished after the
newly synthesized entity became a part of
corresponding ERNs and ELFs.

Value
Judgment

Sensory
Processing

Knowledge
Representati

Behavior
Generation

Combinatori
al

Focusing
Attention

Grouping

Learning
GFS/GFS -1



4.2 Instantiations: GFACS -1

In the inverse procedure, the system is searching
for the plausible decomposition of a legitimate
entity (that received a status of “group” as a
result of prior “generalization”). Usually, this
requires for performing several re-hypothesizing
the components of entities and grouping them
again to check whether they retain the meaning
declared earlier.  This features the following
steps of instantiation: the hypotheses of
instantiations are arriving from the adjacent
level of lower resolution after hypothesizing

 (i.e. are arriving from “above”) and should be
verified by repeating the procedure of
“grouping” at the level of higher resolution (i.e.
“below”). In Figure 3, the richness of procedural
capabilities is illustrated that is achieved in a
single ELF as a result of GFACS/CFACS-1

functioning. From Figure 3, one can see that the
generalization/instantiation couple can be
considered a core of unsupervised learning [1].
This determines the need is a special logic of
inference.

Figure 4. Logical Properties Acquired at Different Stages of the Intelligence Development

4.3 Advanced Logic Induced by
Generalization/Instantiation
Indeed, the standard set of the inference tools
taken from the arsenal of Propositional Calculus
and Predicate Calculus of the 1st Order builds the
inference processes primarily based on the
undeniable conclusions that can be made from
having a set of properties known for a particular
class (ergo: belonging to this class), or
conclusions that can be made from the fact of
belonging to a particular class (ergo: having
properties characteristic for this class). Forming
new objects and/or new classes, growth of object
and events hierarchies are new phenomena in the
domain of inference. Even more powerful are the
capabilities linked with new abilities to infer the
purpose, construct hierarchies of goals, imply
cause-effect relationships. In Figure 4, it is

demonstrated that the introduction of logical
capabilities and the enhancement of the ability to
infer emerges as a result of  incorporation of
computational capabilities based upon equipping
the system gradually by the new computational
tools: including rule selection, forming
combinations of rules, forming new rules (as a
result of learning), grouping the ryles, forming
combinations of the states and the context.

Unlike the symbolic logic that is supposed to be
precise, free of ambiguity and clear in structure,
the logic of multiresolutional system of ERN is
limited in precision by the demands for
associative disambiguation (see Section 7) that
spreads into the adjacent levels of resolution (no
“logical atomism” is presumed).

   STAGES        rules      forming

  CAPABILITIES

 forming    grouping              synthesis

             selection combinations   new rules  the rules   of the states    of the paradigm

  a---------------x------------------------------------------------------------------------------------
----------  b---------------x------------------x-----------------------------------------------------------------
----------  c---------------x------------------x----------x------------------------------------------------------
-----  d---------------x----     ---------x----------x-------------x---------------------------------------
  e---------------x------------------x----------x-------------x---------x---------------------------
---   f---------------x------------------x----------x-------------x---------x----------x----------------
-  g---------------x------------------x----------x-------------x---------x----------x----------x-----

 of the context



4.4  Learning, Imagining, and Planning:
The Tools and Skills of Anticipation
Since the etiology enters the discussion, it would
not be an exaggeration to state that the
GFACS/CFACS-1 couples induce the knowledge
of a Future, give the intelligent system the skill
of anticipation.  Thus, learning invokes

imagining “what if” and various alternatives are
being simulated to exercise the alternatives for
estimating the Future and planning the Future as
it was described and illustrated in [8] (see Figure
5). Actually, all types of intelligent processing of
information are about the Future.

Figure 5. Computational complexity is reduced by introduction of additional levels of resolution

5. Intelligent Architectures and Kinds of Intelligence They Embody

5.1 More About  Multiresolutional Combinatorial Search

Complexity in Multiscale Decision Support
System depends on the number of levels of
resolution. In Figure 5 the linkage between
computational complexity and the number of

levels of resolution is shown for a problem of
path planning. The Example with DEMOIII
would clarify how the levels of resolution differ
in their parameters. Actually, lowering the

resolution bottom up fits within the hierarchy of
command, increase of the planning horizon and
re-planning interval helps to bring the best
properties of the system to a realization. The
following are 4-D/RCS specifications for the
planning horizon, re-planning interval, and
reaction latency at all seven levels (see the
table).

5.2 Existing Architectures
Multiresolutional processing is one of the
important features of the reference architectures
promulgated by NIST for application in

intelligent systems. It is easily recognizable that
heterarchies similar to shown in Figure 6 fit
within the paradigm of large complex systems
including intelligent autonomous robots,
unmanned power plants, smart buildings,
intelligent transportation systems including large
automated bridges. It fits perfectly also to the
DOD systems of command, control,
communication and intelligence. It is
characteristic of heterarchies that while having
top-down and bottom-up hierarchical
components, they are not hierarchies:

Number of computations x10

Number of levels

N=37

1                2                 3          4           

N=17

N=3

Complexity
with
Overhead

              OPTIMAL ZONE

Net complexity



Table of specifications for parameters of multiresolutional planning in DEMOIII [1]

Figure 6. A Community of Interacting Heterarchies

heterarchies are not tree architectures. However,
in each heterarchy, a multiplicity of hierarchies
can be discovered and employed including
heterarchies of Top/Down-Bottom/Up
Processing heterarchies of “In-Level”
Processing, and others. Similar relationships and
transformations are characteristic of Entity-
Relational Networks (ERN) that are obtained
from semantic networks for using in  Knowledge
Representation Repositories.

5.3 Kinds of Intelligence
General Intelligence
Many and equally unclear definitions are known
from the literature. We refer here to two
definitions that seem to be both applicable and
instrumental ones.

Definition 1 (Internal)
“An intelligent system has the ability to act
appropriately in an uncertain environment, where
an appropriate action is that which increase the
probability of success, and success is the
achievement of behavioral subgoals that support
the system’s ultimate goal” [9].

Definition 2 (External)
“Intelligence is a property of the system that
emerges when the procedures of direct and
inverse
generalization (including focusing attention,
combinatorial search, and grouping) transform
the available information in order to produce the
process of successful system functioning.” [8].

These definitions should be supplemented by a
description of the trade-off to be achieved by any

Level Planning horizon Replan interval Reaction latency

1 Servo 50 milliseconds 50 milliseconds 20 milliseconds

2 Primitive 500 milliseconds 50 milliseconds 50 milliseconds

3 Subsystem 5 seconds 500 milliseconds 200 milliseconds

4 Vehicle 50 seconds 5 seconds 500 milliseconds

5 Section 10 minutes 1 minute 2 seconds

6 Platoon 2 hours 10 minutes 5 seconds

7 Battalion 24 hours 2 hours 20 seconds



intelligent systems no matter whether they are
oriented a) toward the goal achievement
(articulation), b) toward sustaining oneself

[realization of self], or c) toward “feeling better”
(avoiding paradoxes, antinomies, contradictions).
The trade-off is illustrated in the diagram 7.

Figure 7.  Trade-off achieved by intelligence of systems

Proprioceptive Intelligence
A special kind of intelligence presumes blending
the carriers of elements of ELF into an
inseparable construction. Proprioceptive
intelligence presumes blending sensing devices
with actuators of a system. This gives additional
properties:

• An ability to modify behavior to maintain
feeling comfortable

• An ability to use the working part of a system
as a carrier of information

Contemplative Intelligence
All architectures of intelligence considered
above are oriented toward pursuing clearly
discernible objectives. In some situations this is
not the case. The following activities are
characteristic for a  contemplkative intelligence:
it ponders [thoroughly], theorises, cogitates,
inquires, ruminates [repetitively], speculates,
conjectures, deliberates [in the latter case, the
intentionality is a primary issue].

6. Testing the Performance and
Intelligence

The general lessons of the existing experience in
testing performance of systems can be
formulated as follows.

• Performance can be different for IS and non-
IS. Breaches in communication that are taken
care by human operators in non-IS, are covered
by automated sub-systems in IS. However, all

expected cases might not be reflected in the pre-
programmed menu. Thus, learning is the only
way to compensate for the inadequate pre-
programming.  Nevertheless, the failures in
representation are expected to endanger the
quality of operation even in the most intelligent
systems. Another cause of the inevitable failures
is the incomplete or inadequate goal
specifications.

•  We already discussed the fact that the main
advantage of the intelligence is giving the ability
to deal with unexpected predicaments. Because
of this, the main advantages power that
intelligence brings to the system is unspecified
(and probably, unspecifiable). It should not be
forgotten that many hings are NOT and
frequently CANNOT be specified.

6.1 Testing Generic Capabilities of
Intelligent Systems
The following capabilities can be checked and
statistically validated via experimental testing in
a functioning system on-line.
• All terms from the assignment are supposed

to be supported by the high resolution, low
resolution and associative knowledge.

• Each level must demonstrate its ELF
consistency.  Standard testing scenario can be
constructed and exercised.

• Functioning is presumed the ability to work
under incomplete assignment (including
incomplete statement of what should be
minimized or maximized).

     Intelligence of Systems

Provides maximum
informational
redundancy

for synthesizing
choices,

comparing them,
and choosing one

Ultimately reduces
informational
combinatorics
[complexity]

to ensure
the efficiency of

functioning



• Functioning should be possible under not
totally understandable assignment.

• Functioning should be possible under not
totally interpretable situation.

6.2 Skills that can be checked off-line
Off-line testing allows for enabling better
preparedness of the system for critical situations.
• Multiple channels of enabling functions

(allows working under a condition that a part
of the capabilities is disabled).

• The existence of the internal model of the
world that is capable of planning and
developing “the best” responses to the
changing environment and dynamic situation
by using simulated system.

• The ability to learn from experience of
functioning: learning can be verified prior to
the future situations of functioning..

• The ability to judge the richness of the MR
ontologies. Indeed, the vocabularies and
grammars of all levels allow for shaping and
refining them prior to real operation.

• The ability to re-plan and/or adjust plans in
important when the original ones are no
longer valid; this is another crucial aspect that
must be evaluated.

6.3 Understanding “Commander’s Intent”
One of the important functions of intelligence is
restoring of the intent  of the node that is the
source of the goal. In other words, a system with
intelligence ought to have the capability to
understand its higher level, i.e. the lower
resolution level (where the “supervisor” or
“commander” is situated). The incoming “goal”
is frequently presented rather as an abstract
combination of terms. The system should be
capable of supplementing the submitted
command with additional information
(sometimes, contextual) that helps to generate
more specific plans internally.  This is almost
equivalent to creating the goals for itself: the
elements of future autonomy emerge in the
intelligent systems as tools of performance
improvement.

•  
7. Conducting Disambiguation

We have addressed the need to verify the
consistency of statements generated at a level by
their compatibility with the adjacent levels above
and below. Clearly, they should not violate
generalizations creating objects and events of the
level above, and the results of decomposition of

the entities and events at a level of consideration
should not violate consistency of the higher
resolution representation and decision making.

The following capabilities are expected from the
system of disambiguation.

• 1. Hypotheses should be formulated of
generalizations for the upper level and
instantiations for the lower level. These
hypotheses are obtained by GFACS and
CFACS-1 within the context of the situation
represented by the ELFs of three adjacent
level under consideration.

• 2. When the hypotheses generation is
completed (a ranked list of hypotheses is
constructed) the consistency of the
hypotheses should be verified an the i-th,
[i+1]-th and [i-1]-th levels. Verification is
done by checking whether the closure of each
ELF still holds.  This operation is an example
of creating the “Tarsky’s Hierarchy” that
should eliminate the possible contradictions
that are expected because of Godel’s theorem
of incompleteness.

• 3. The other hypotheses on the lists should be
checked, too. We should observe what is the
change in the situation when the hypothesis is
changed, are the ELFs closures violated, what
is the relative compatibility of other
hypotheses to the BG solutions contemplated.

In Figure 8, an example of ambiguous situation
is presented. The right alternatives are
hypothesized, and the disambiguation is easily
performed by the human viewers even not
familiar with the original phenomenon (see
http://www.ournet.md/~mythorm/LochNess.htm)
. One can easily check that the activities
for disambiguation performed in a natural way
are similar to those presented in the above list
(hypothesize the connectivity of all segments of
the expected body of a living creature (H1),
hypothesize the radius of the “underwater” part
(H2), verify the H1 with available information of
possible living creatures, verify H2 by
comparing it woth the visible radius of the part
above the surface of “water”, etc.

8. Multiresolutional Metrics

The concept of value judgement introduced in [9]
and expanded in [1, 2] is expected to be a useful
component of the measuring performance of
systems, in particular, intelligent systems.



Figure 8. Ceramics “Loch Ness Monster” on a
poliched wooden surface

Although this concept seems to be almost trivial,
coinciding with the concepts of cost/reward
applied in one set of research results, and
repeating the premises of utility function from
another set of research results, it has more
obscurities than can be allowed for applying this
concept in practical cases.  In this paper, the
issues are listed that should be clarified, properly
stated and resolved before using the concept of
value judgment would be scientifically justified.

We have some light problem with the issues of
VALUE and VALUE JUDGMENT. Indeed,
value judgment system can evaluate what is
good and bad, important and trivial, and can
estimate cost, benefit, and risk of potential future
actions. However, it is difficult to find objective
evaluators. Indeed, scalar evaluators need a tool
for assigning weights to various components of
VJ. Vector evaluators intend to escape the the
need for dealing with the idea of relative
importance of the components of the vector.
Actually, neither is achieved in practical cases.
There
• are many factors of preferences that cannot

be easily transformed into physical values or
money.

• Preferability that is delivered by emotions is
still a subject of discussion. It is unclear how
to assign a numerical value to the degree of

• 

     preferability brought by one’s loyalty. Why
     does one care that the team of his/her school
     wins the game even if this game is beyond
     his/her interest and even simple curiosity?
• Even if the problem of computing the value

judgment is resolved at a particular level of
resolution, one cannot present any
meaningful techniques of consolidating all
measures into a single numerical value.

• The previous problem might be considered
easier if at least we knew where to cut-off
building representations of the next level of
resolution from above and from below. These
are silly but “fundamental” considerations:
the limit of generalization from above is
achieved when we stop blurring particular
details since it affects the interpretation, the
limit of instantiation below is considered to
be achieved when we do not know how to
make further decomposition of the
representation.

• One of the areas containing multiresolutional
analysis related results and intuitions is not
sufficiently analyzed by scientists in
multiresolutional representation and behavior
generation: the on-standard analysis [10].  A.
Robinson stops decimating space at the
indistinguishability zone level (the limit of
tessellation from below).



• It is possible to expect that Heisenberg’s
Uncertainty Principle is not bound by sub-
atomic particles and quantum mechanics and
can be applied for any level of resolution in
the MR structures.

References

1. A. Meystel, J. Albus, Intelligent Systems:
Architectures, Design, Control, Wiley, NY,
2001

2. J. Albus, A. Meystel, Engineering of Mind:
An Introduction to the Science of Intelligent
Systems, Wiley, NY, 2001

3. E. Dawidowicz, “Performance Evaluation of
Network Centric Warfare Oriented
Intelligent Systems ” Proceedings of
PERMIS’2001, Gaithersburg, MD, 2002

4. E. Messina, A. Meystel, “The Challenge of
Intelligent Systems,” Proceedings of the 2000
IEEE International Symposium on Intelligent
Control, Eds. P. Groumpos, N. Koussoulas, M.
Polycarpou, July 17-19, Patras, Greece, 2000, pp.
211-216

5. H. Pattee, “Physical basis and origin of
control, in Hierarchy Theory, ed., Braziler,
NY, 1987, [see p. 94]

6. Powers of Ten, by Morrisons and the Office
of Charles and Ray Eaems, Scientific
American Library, NY, 1982

7. D. C. Dennett, Kinds of Minds: Toward an
Understanding of Consciousness, Basic
Books, 1996

8. A. Meystel, “Evolution of Intelligent
Systems Architectures: What Should Be
Measured?” in Eds. A. Meystel, E. Messina,
Measuring the Performance and Intelligence
of Systems, Proceedings of the
PERMIS’2000, August 14-16, 2000,
Gaithersburg, MD 2000, pp. 361-382

9. J. Albus, “Outline for a theory of
intelligence,” IEEE Transactions on
Systems, Man, and Cybernetics, Vol. 21, No.
3, 1991, pp. 473-509

10. A. Robinson, Non-Standard Analysis,
Princeton U. Press, 1974





PART III

RESEARCH PAPERS





PART III
RESEARCH PAPERS

1. Mathematical Aspects of Performance Evaluation

1.1 Interval Mathematics for Analysis of Multiresolutional Systems
V. Kreinovich, Univ. of Texas, R. Alo, Univ. of Houston-Downtown, USA

1.2. An Autonomous Metric (Polytope-Convex Hull) For Relative Comparisons of
MIQ
D. Repperger, Air Force Research Laboratory, USA

1.3 Decision-Making and Learning - Comparing Orthogonal Methods to Majority-
Voting
D. Repperger, Air Force Research Laboratory, USA

1.4 A Top Down Theory of Logical Modeling
J. Shosky, American Univ., USA

1.5 Performance Evaluation of Network Centric Warfare Oriented Intelligent Systems
E. Dawidowicz, USA





���������
	����� ��������� ��������� �����  �!��#"$���%� ���
� &'(�����)�*�����&+���%���,��.-/"$�0����� �

1�2436587:9�;=<?>@7BA8CED�7:FHG�I
3(A85KJL7BFHGM3(<N5�O02EPC%Q
RTS%UWVYX[Z?\B]_^a`cbedf]_g[b_]Whjikg?d lm]e^Bn:d \poqUsrutE]wv?xsnThHy6z@{#xsn:U[hHt}|�~s�W�W�W�?hji8`c��h[�c�s�s�[�w�c�c�W�@���m�m���#�p�s�s��WS}`qxsg[����x�\B�@hHi��[Usr6�kUWZ[n�\:UWgN���aUT��gm\:Ue��g@hj�kUWZ[n�\:UWg�hHt}| ~W~s¡W¡ Q hjia`N��h?¢m�m�W£s���W¤#�p�s�s�

¥M¦_§4¨ª©�«m¬T¨ª�®�¯@°²±´³jµ�°q¶W³@±´·u¸¹°cº¼»W¯@°½·Eµ�³j¾u¸¹°?±L¿À»s¯@°Á±Â³�µT°Y¶W³@±ÄÃ·u¸¹°cºÅ»s¯@° Æ_ÇÈÆw»T°[±ÊÉ@°N¶W°?ÆeÆ_ËÀµ�ÇÅÌp³jµ�Æ_³�¸¹ÍEÎÏÉ@ÐÑ»W¯EÎ¹Æ0·EµT³�¾u¸Ò°[±)ÓÕÔ@³jµÍÀ°?µTÇÖ¶W³@±´·u¸¹°cºÑ·Eµ�³j¾u¸¹°?±×ÆW¿ØÎÒ»ÙÎÏÆ×É@³Ñ¸Ò³@É@ÐÀ°Nµ
·u³�ÆeÆTÎÏ¾u¸¹°0»�³�ÚÈ°NÆ�ÎÒÐ@É»s¯@°¼¶W³jµsµ�°NÆT·u³�ÉÈÚuÎ�É@ÐÄÆ_ÇÈÆw»�°?±Û³�É
Ë�ÆTÎ�É@Ð�¸¹°²µ�°NÆe³�¸�Ü�»sÎ¹³�É
¸Ò°NÍÀ°?¸�¿EÎÒ»�¾#°mÃ¶W³�±´°?Æ¼É@°?¶W°NÆTÆ_ËÀµ�Ç=»�³=¯@Ë?ÍÀ°)±ÂÜE¸Ò»sÎÏµ�°NÆe³�¸ÏÜ�»WÎÒ³@É@Ëj¸ÝÆ_ÇÈÆw»�°?±×ÆWÓLÞ�¯@°[ÉËjÉ@Ëj¸¹Ç�ßNÎ�É@ÐàÆTÜÈ¶W¯ÖÆeÇ@Æ_»T°[±´Æ�á�°ÀÓ ÐEÓ�¿MâY¯@°[ÉÑ°NÆ_»sÎ�±´Ë[»sÎ�É@Ð0»W¯@°?ÎÏµ
·u°NµTÃÌp³jµW±´ËjÉÈ¶W°�ËjÉÈÚuã[³jµq»s¯@°[Î¹µ¼ÎÏÉÀ»T°[¸Ï¸�Î¹ÐÀ°?ÉÈ¶W°ÁáäÎÒ»²ÎÏÆ½µ�°cËÀÆe³�É@ËÀ¾u¸Ò°¼»�³LÜÈÆ_°»s¯@°�±ÂÜE¸Ò»sÎÏµ�°NÆ_³@¸ÏÜ�»WÎÒ³�É@Ëj¸k¶W¯@ËÀµ�ËÀ¶s»T°?µÄ³ÀÌå»s¯@°?Æ_°äÆ_ÇÈÆw»T°[±×ÆWæ×ç#µ�Æ_»c¿8âØ°ËjÉ@Ëj¸¹Ç�ßm°½»s¯@°ÁÆ_ÇÈÆw»T°[±è³@É´»s¯@°Á¸¹³[âåÃ:µ�°NÆe³�¸ÏÜ�»WÎÒ³@É´¸¹°cÍÀ°[¸p¿ÈËjÉÈÚ×»s¯@°[É×âØ°ÆT¯@ËÀµs·#°?ÉÑ»W¯@°=µT°?ÆTÜE¸Ò»�Æ´³ÀÌq»W¯@°à¸Ò³[âåÃ:µ�°NÆe³�¸�Ü�»sÎ¹³�É�ËjÉ@Ëj¸ÒÇÈÆTÎÏÆÂ¾�Çé¶W³�É�ÃÆTÎÏÚÈ°NµWÎ�É@Ðê¯EÎÒÐ@¯@°NµTÃ:µ�°NÆe³�¸�Ü�»sÎ¹³�ÉÅµT°?·Eµ�°NÆ_°[ÉH»�Ë[»sÎ¹³�ÉÈÆ
³ÀÌ¼»W¯@°�ËjÉ@Ëj¸¹Ç�ßm°?ÚÆ_ÇÈÆw»�°?±LÓa®å¯@°²ËjÉ@Ëj¸¹ÇÈÆTÎÏÆ�³ÀÌÝ»W¯@°¼¸¹³[âåÃ:µ�°NÆe³�¸ÏÜ�»WÎÒ³@É´¸¹°cÍÀ°[¸(·EµT³[ÍEÎ¹ÚÈ°?Æ�ÜÈÆâqÎf»W¯ÄËjÉÂËÀ·E·Eµ�³[ºÈÎ�±´Ë[»T°ØÍ?Ëj¸�Ü@°q³ÀÌ6»s¯@°qÚÈ°NÆ�Î¹µ�°?Ú×·#°Nµ�Ìp³jµW±´ËjÉÈ¶W°Y¶W¯@ËÀµeÃËÀ¶s»�°NµWÎ¹Æ_»sÎÏ¶[ÓÁë_Éà³jµsÚÈ°Nµ²»T³ä±ÂËÀìÀ°�Ë)ÚÈ°mç6ÉEÎÒ»T°
¶W³�ÉÈ¶c¸�ÜÈÆTÎ¹³�É6¿ÝâØ°
É@°c°NÚ»T³ÙìÈÉ@³[âí»s¯@°�ËÀ¶m¶NÜÈµTËÀ¶mÇ)³ÀÌ}»W¯EÎ¹ÆîËÀ·E·Eµ�³[ºEÎÏ±´Ë[»sÎ¹³�É6ÓMë_ÉL»s¯EÎÏÆå·ÈËÀ·#°NµN¿âØ°0ÚÈ°NÆe¶cµsÎÏ¾u°�ÎÏÉÀ»T°?µ�ÍNËj¸�±´Ë[»W¯@°?±´Ë[»sÎÏ¶mÆqá�Ë�±´°m»W¯@³@ÚÈ³@¸Ò³ÀÐjÇ=Ìp³jµÂ°?ÆwÃ»sÎ�±´Ë[»sÎ�É@ÐÙÆTÜÈ¶W¯�ËÀ¶m¶cÜÈµ�ËÀ¶WÇÀÓÂ®�¯@°
µT°?ÆTÜE¸Ò»sÎ�É@Ð0Î�ÉH»�°Nµ�ÍNËj¸�ËÀ·E·Eµ�³ÀËÀ¶W¯�Î¹ÆËj¸ÏÆ_³Á°cº�»�µ�°?±´°?¸¹ÇÄÎÏ±×·#³jµT»TËjÉÀ»�Ìp³jµ8»�°NÆeÆe°?¸�¸ÒË[»WÎÏÉ@Ð½»s¯@°YÆe·ÈËÀ¶m°Y³ÀÌ(Æe°cËÀµs¶W¯âq¯@°?É
Æe°cËÀµs¶W¯EÎÏÉ@Ð�Ìp³jµ�³j·@»WÎÏ±´Ëj¸@¶W³�ÉÀ»�µ�³�¸�ÓkÞ�°½³[ÍÀ°Nµ�ÍEÎÒ°Nâé»W¯@°²¶W³jµsµ�°mÃÆe·#³�ÉÈÚuÎ�É@Ð
»s¯@°c³�µT°c»sÎÏ¶WËj¸(µ�°NÆTÜE¸Ò»�Æm¿#ËjÉÈÚ�·Eµ�°NÆ_°[ÉH»½Æe°cÍÀ°?µ�Ëj¸%¶WËÀÆ_°ÂÆ_»sÜÈÚ@ÃÎ¹°NÆWÓ
ï[ð´ñêò}ómôÝõpöÝ÷#ø?ùkó�òÝôÝõ�ùkúÝû�ó=ñé÷uô%ükù�ýaøÂûköÝ÷�þ×÷#ÿ(÷#ø?ømû�ö������

�¼öÝõp÷��
	Ä÷��½õpú}ýk÷uö
�������������������������� �!�������!��"��#�$�&%'�!�������������(����������� �!���

)!*+) �!�$�-,��$�(� )�)!. � *0/ ��� ) ����1+2#,�34����2 ) ������"��#�$�0576�����1��(� * �����78
�������9������"����(� ) %:2;��2 ) ,��
����,�3��(�<�=� )!) 2�"��#�4�!�?>@� ) 2#3�,A�!���&�����B8
��� ) �=��,�>@2�,�3 )!*+) �!�$�C��, .�) 2#,�3����D��� ) ����E@�!2���,&���(1��$�F%G2#��"G�$�(����� )
,��H��� )�)�. � * �!��� . 1��I�<E��;��2#��� ) ����E@��2#��, . � )!*+) �!�$� ) 5
����I�7�(�!���@>@���#��3 * � / �DE��#�!2���� ) ����E@�!2���, . � ) � . �J�J� / ���������I���@8

�!2��DE�� ) ���#E@��2#��,�� /K. ����,L���!����������"����(�NM .�)PO � ) ������� ) �(,L���$>�" *
Q 5SRT� *@) �!�(�U2#,WV X�Y[Z\%UV X�](Z^5����� ) ��� . �=�$� ) �(��,L�!��2#"�E@�!�H>
���&�!���
"���� . >I2#,L�!�$�!� ) �_2#, . ,�>D>@2 )�) �(��2#, . �!2���,D� / �����U�<E��;��2#��� ) ����E@��2#��, . �
. �����!� . �J���!� ) ����1L2�,�3`���!��"��#�$� ) � / ����� . ��� .�) � / 2�,L�!�(����2#3��(,L�_�(��,@8
�!����� . ,�>02#,L���(���#2�3��$,�� )!*@) ���(� ) 5
R . , *a. ��3�����2#�!��� ) " .�) �H>b��,a�!��2 ) �����!���+>�������3 * M��$�!�
>���8

1��$�#���=�H> ) 2#,��(�������(,'59���� ) E��(�(� )�)c/ E��d��� . ���!2e� . � . �����#2e� . �!2���, )
� / ����� ) � . ��3����!2#�!��� )f) ���[M ) ��� . ���DE��#�!2��!� ) ���#E��!2���, . � . ������� . �J�
. ���I2#,=>@�(�H>g,��$��� )!)�. � * 5
���2 ) �$����2#��2e� . �P�(��,��(�#E ) 2���,?� .�) "G�(�(, ) E����G���!�!�$> " * � . , *

� . �����(� . ��2�� . �h��� ) E��#� )$i �#�(�`E ) , . �7� .7/ �$Mj���$���$,L����,�� )$k
l&m �n� .�) "=�$�(,A�����[1��(,o�!� . � / ���n3��$,��(� . �P�(�����������qpFrtsP8\� . ��>�u������"����(� ) %v2^5 ��5#%����!��"����(� ) % / ���PMf��2e�J��,��I3��(,��(� . � / � .�) 2�"���� . ��3��v8
��2;�����w2 ) �G� )�) 2�"�����%[�����(��� . ��M .x*@) ���@2 ) � )P. , . �����!�����!2 . ���<y!3�� . ,@8
E�� . ��2#��,�z .[/ �!�$��Mf��2e�J�{�����&���!��"����(�|"G�$�(����� ) � .�)!* �!� ) ���#1���5
���� /}. �~�`��� . �f������������"����(��2 ) rtsP8\� . ��>g��� . , ) �!� . �f�!���$�!�n2 )
,��I3��$,��(� . � . �#3�����2;����� / ��� . E@�!��� . �!2e� . �#� *nO ,=>@2#,�3 ) E��J� . 3�� . ,@8
E�� . ��2#��,'%_�!��2 ) 3�� . ,+E�� . �!2���,A���$�LE�2��!� )D. ,9�(�@�=�$�B� /}. ��2#��2 . �DMf2#�!�
�!���n� . �!�!2e��E�� . ��������"��#�$���!� . �fM�� . �!���!� * 2#,�3<��� ) ���#1��7V#]�](Z^5

l 6����t,���2 )B* 2�� . 3�� )t� p��Gu�2�,
Mf��2e�J�oMd�<>@�g,��v���+,��[M��!���7���+8
. ��� ) � . ��2 ) �!2e� . �U�J� . � . ���!�$�!2 ) ��2�� ) � / �!���4,���2 ) ��%K��,�� * �!���4E����G�(�
"G��E�,�>g��,g�!���n,���2 ) ��%L�!���n���@�!2�� . �h2�� . 3��������+�(� )�) 2�,�3<�!�H��E�2#��� )
���(����� ) �(,L�!2�,�3��!��2 ) 2�� . 3�� .�)P. �#2�,�� . �������D"�2�, . �!2���,�� /h) ��8\� . ���#�H>
�D���[�<�U�[�[���#�(�F�t�H�!p���u~%�2F5 ��5�% / E�,��~��2#��, ) Mf��2��J�o��,�� * � . ���n1 . �#E�� )
]f����Y�5P�+E��J� . M . 1��(�����P���(����� ) �(,L� . �!2���,72 )�. �+,��[Mf,<� . �!�!2e��E�� . �
� .�) �I� /_. �DE��#�!2���� ) ����E@�!2���, . �h�!�$����� ) �(,L� . �!2���, V �xZ\%'V �[Z\5
l&m ,�� . �B��2��(E�� . �H%vMf���(,�>����!�H�~��2#,�3 . �+,��[Mf,�� . �!�!�(��,�2�, . 3�2�1��$,2�� . 3���%d2#�42 ) �����[1 . "�� * "G���!�!�(�g�!�9E ) �
���[Md�(�!8^��� ) ����E@�!2���,{� * �=�
�!�H�J��,�2e�LE�� ) ��� . �����+��� / ���I�!����Mf��������� . �!�!�$�!, .�) �����G� ) �$>o�!�
��2�3����$�B8\��� ) ����E@�!2���,?�!�H�J��,�2e�LE�� ) Mf��2e�J�����L��� / ���7��2#�H��� ) � / �!��2 )
� . �B�!�$�!, . ,=>4�����(,0��� * ����� . ���J� / ��E�,�>0��2#�H��� ) �!��3��������(��V �vX�Z^5
l �+2���2#� . ��� * ���4,���2 )!* 2#� . 3�� ) % / ��� ) 2�3�, . �K�<E��#�!2����#�(�@2#,�30E�,�>��(�,���2 ) ��%x�����fE ) ��� /=�A. � ) � / E�,����!2���, ) p ) 2���2#� . �_�!�n� .�. �_M . 1��(����� ) u
� . ,g"G�n�����[1��$,��!��"G�I�!���n���@��2#� . �'�J����2e����V �[Z^5
l&m ,N3��$,��(� . �^%�2#, / E�,����!2���,�2�,����(���=��� . �!2���,'%��(�#E ) ���(��2#,�3��!�H�J�@8,�2e�LE�� )'� 2�,�Mf��2e�J��Md�U�����D"�2�,��������d1 . �#E�� ) 2�,L�!������E ) ���(� ) "G� / ���!�
���+��� . �=��� . �!2���, � ��E���,���E@�d�!�<"=�������!2�� . �_V  vX�Z^5P�+E��J� . ,�2�,L�!�$�B8
�G��� . �!2���,42 ) 1��$� * E ) � / E���2�,42�,L�!�(����2#3��(,L���(��,L�!�����^%�Mf���(,4Md�`��� . 2#,
.
)!*@) ���(�¡" * �����[1+2�>@2�,�3T2#�<Mf2#�!���(� . ������� ) � / �(��,L�!�����U1 . �#E�� )
E ) �$>0" * ���@�G�(�!�f�LE�� . ,T����,L���!���#���(� ) 2�,T>@2#¢G�$�!�$,�� ) 2#�!E . �!2���, ) 5
l&m ,
3��(,��$� . �F%�2�,
2�,����(���#2�3��$,L�I�(��,L�!�����^%=��2#�$� . ���J��2e� . � / E�£$£ * �(��,@8�!�����f2 ) "G���B���(��2�,q�!��� ) �(, ) �0�!� . ��2;�����$�LE�2���� )</ �(Md�(����E��#� ) �!�
>@� ) �(�!2�"=������� )!. ���I�LE . �#2#� * �(��,L�!������V  ��[Z^%hV  ��[Z\%'V¥¤�¤HZ\5
l 6_2�, . ��� * %�2#��� . ,�"=� ) ���[Mf,7�!� . � / ����� . , *<)!*@) ���(� ) %v�!���`���@�!2#8� . ������,����!����2 ) � / yB" . ,�3v8\" . ,�3�z�� * �=��%LMf���(,������(��� . �!� O ,�2;���(� *
� . , * ����� / �$�!���$>q����,����!����1 . �#E�� ) p��������!� / �(���!�H> O �@�H>q�(��,L�!�����
�!� .[¦ �H�~������2#� ) u�% . ,�>����������@�!2�� . �h����,L�!�����=�(��, ) 2 ) � ) � / ���@��2#� . �#� *
) Mf2;�J�J��2#,�3�"=�(�cM��$�(,������ ) �`1 . ��E�� ) p§��� .v¦ �$���!����2�� ) u~5:���2 ) 3��$,��(� . �
��� ) E��;�P�(�+��� . 2#, ) >@2#¢��(���(,L�P�(����2��!2e� . �L�����(,������(, . � . ,�3�2#,�3 / �!���
�!�����(����2��!2e� . � /}. ���`� / >@2 ) �(�!�(�!� ) �=�$�$>0���(1��$� ) 2#,0�!� .[¨ �n�(��,L�!�����
�!�
�!���g�����(,������(,���,9� /t) �#�$�(�9Mf���$,92;� ) �$�(� ) ���o"G��"�2�������3�2;8
� . �#� * ���@�!2�� . �h��� . �#M .x*@)�) Mf2#���J�&"G���cMd�(�(, ) �(1��$� . � O �@�$>0�#�$1��$� )
� /P. ���!2�1+2;� * V �v©vZ^5

ïmï[ð´ïsúÝôÝ÷uö�ªEû�ó�ñÖûEôÝü}÷��½ûEô%õ�ÿ%ø��I� ñê÷EôÝü�ùkýkùkó@ù_«h�b��ùkö
¬åû�ó�õpý%ûEôÝ÷uýb�×úÝû�ó~�8øcõ�ø
ùS��ñéò}ócôÝõpöÝ÷#øNùkó@òÝôÝõ�ù�úÝûkó

 �aøcôÝ÷��²ø
®�¯o° �v�²±}³��v�\�J³ ®�´ �[�;µx�J±e�4¶B·�¸T¹@�²�F±§���~�(¶[�;¹@�F±}¶ ´ �[�Uº=µx�~�»��¼<�n½<�[�^¹@¾
�!�v�§�²µ<¿K�J��³x���»¶DÀ ´ �\�(�~�[�[��Á�¶[¼tÂG¹@�»�[�^±}¶ ´ �
� ���(, . , . � * £(2�,�3&�DE��#�!2��!� ) ���#E��!2���, . � )B*@) �!�(� )�� ��5 3=5#%SMf���(,

� ) �!2�� . ��2#,�3������(2��f�G�(� / ����� . ,���� . ,�>=Ãx���d�!���$2#�`2�,L�!�$�#��2#3��(,��(� � 2;�
2 ) �!� .�) ��, . "��#���!�IE ) ���������DE��#�!2���� ) ����E@�!2���, . �@�J� . � . ���!�(�S� / �!��� ) �
)!*+) �!�$� )(kSO � ) �H%�Md� . , . � * £$�f�!��� )B*@) �!�(����,��!���`���[M�8\�!� ) ���#E@��2#��,
���(1��$�F% . ,�>7�����(,�Md� ) � . ���=�$,7�!���`��� ) E��#� ) � / �!���`���[M�8\�!� ) ���#E@��2#��,



. , . � *+) 2 ) " * �(��, ) 2�>��(��2#,�3���2�3����$�B8\��� ) ����E@�!2���,n���(����� ) �(,L� . �!2���, ) � /
�!��� . , . � * £(�H> )!*@) ���(�&5
6����n�(� . ��������%K2�, ) �!� . > � / �!�������!2�3�2�, . �:2�� . 3���Mf2#�!�A2#� ) ,+E@8

���(����E ) ��2#�+�$�;8\" * 8^��2#�@�(��"��!2�3��L�!,�� )�) 1 . ��E�� ) %LM��t�(��, ) 2e>@�(� . �#�[M�8
��� ) ����E@�!2���,g2#� . 3���2�,0Mf��2��J�g�!���(����2 )f.<) � . ��� O ,�2#�!�n,+E��D"G�(��� /
£(��,�� ) % . ,�>7� . �J�7£(��,���2 ) �J� . � . ���!�(��2�£(�$>D" *<.I) 2�,�3��#��"���2#3��L�!,�� )!)
1 . ��E���5 Q / ���(� . , . � * £$2#,�34����2 ) 2�� . 3���%hMd�<2�,������ .�) �<�!� ) ���#E��!2���,'%
�!�+E )t. >�>@2�,�3��������n>@��� . 2�� ) p}�7���!�I£$��,�� ) u�%@������5
���� . , . � *@) 2 ) � / �����I�#�[M�8\��� ) ����E@�!2���,����(1��(�������[1L2e>@� ) E ) Mf2#�!�

. , . �������x�@2#� . ����1 . ��E���� / �����g>@� ) 2����$>A�G�(� / ����� . ,������J� . � . �~8
�!�$�!2 ) �!2e�v5 m ,����J>@�(�D�!�?� . ��� . >@� O ,�2#�!�&����,=����E ) 2���,K%_Md�4,��(�$>�!�g�+,��[M��!��� . �$��E�� . � * � / �!��2 )I. �������x�@2#� . �!2���,'5t�t�[M � . ,
M��
� ) �!2�� . ���I�!��2 )`. �$��E�� . � * �
m ,����J>@�(�D�!� ) ����1����!��2 ) ���!��"��#�$�&%_�����7E ) �!� / �����DE�� . ����2;�72#,3��$,��(� . ��� . �!���(� . ��2�� . ���!�$�!� ) 5 m , ) �!� . >j� / �(��, ) 2�>��(��2#,�3��!������L����� )B*@) �!�(�&%SM����(��, ) 2�>��(�n2#� ) �JÂ�ÂG��¶���±§¼��v�F±}¶ ´ % . , . � * £(�7�!��2 )

. �����!�x�@2�� . �!2���,K% . ,�>b�!���(, Md�oM . ,L������� . ��� . ����,�����E ) 2#��,
. "G��E����!���t����2#3�2#, . � )B*@) �!�$�w" .�) �H>���,7�!��2 )U. , . � *@) 2 ) 5S����`���!2�3v8
2�, . � )!*@) ���(� 2 ) �J� . � . �~�!�$�!2�£(�H>
" * ������1 . ��E�� ) � / >@2#¢G�$�!�$,L��� . 8
� . �������(� ) ���	��
�
�
��B�� i ��5 3=5#% / �����!����2�� . 3���%��!��� ) ��� . � . �����!�$� )
. �����!���f"���2�3��L�!,�� )!) 1 . ��E�� )P. ��>@2#¢G�$�!�$,��P��2#�@�(� ) 5 � �dM . ,L�:�!�I� ) 8
�!2�� . ��� ) ���7���J� . � . �~�!�$�!2 ) �!2e�������:p}� � ��
�
�
��B� � uS� / �!���f���!2�3�2�, . �
)!*+) �!�$�&5
Q ���[M�8\�!� ) ���#E@��2#��, . �����!�x�@2�� . �!2���,D� . ,<"=��E ) E . ��� * >@� ) ����2#"G�$>

" *I/ �(Md�(�_� . � . ���(�!�(� )�� � ��
�
�
�� ��� %������ i ��5 3=5#% / ���S�����d2#� . 3���%
�!��� ) �o� . � . �7�(�!�$� )�. �!�&�����o"��!2�3��L�!,�� )�) � ) � / >@2#¢��(���(,L�g£$��,�� ) 5
� . �J�g� . � . �������(�f� � 2 )`. �������x�@2#� . ���$>g" * ��,��n� / �!����,��(M � . 8
� . �������(� )��	 �i �����fE ) >@�$,��v���t�����n��������� ) �=��,�>@2�,�3�� . � . �7�(�!�$��" *
�  �! �#" 5 � ���$,o� . �J�T�=�d2 ) �(� . �~��� * �$�LE . �K���������7�(�����!� ) �G��,=>@2#,�3
1 . ��E�� �  %�M��g3��(� .o) 2��7���#2 O �$>{���@����� )�) 2���, / ���$�&Mf��2��J�q��,�� *
>@�$�=�$,�> ) ��,%�&�'��1 . �#E�� )$k)(�%� (�_p � �*��
�
�
�� � ��u~5 m ,W��� . �;82#� * %_�!���41 . �#E�� ) � � . �!� ) �����(Mf� . �D>@2#¢G�$�!�$,L� / �!��� �* % . ,�> .�)
. ��� ) E��;�H%K������� ) ��2#� . ��� (�02 ) >�2;¢��(���(,L� / ����� �!��� . �~�!E . ��1 . ��E��
�0� / �!���g>@� ) 2��!�H>A�J� . � . ���!�(��2 ) ��2���50�t�[MN� . ,9Md��� ) �!2�� . �!���!���
�����!��� ) �G��,�>@2�,�3 . �����!�x�@2�� . �!2���,g�(���!��� (�,+-� �
m , . >�>@2;��2#��,T�!�g�!��� . �������x�+2�� . �������+>��(�:2;� ) �$� / %�Md�<E ) E . �#� *�+,��[Mn% / ���U� . �J�/.=%L�!����E����G�(�d"=��E�,�>4��,��!�����$�!������Mf2#�!�4Mf��2��J�

�!����1 . ��E�� �	 I. �������x�@2#� . ��� ) �!���D�����!��� ) �=��,�>@2�,�371 . �#E�� ) � � 5 m ,�v�����(�IMd���J> ) %hM��7�+,��[M �!� . �I�!��� . �~�!E . �:1 . ��E��<� / � � "=�$�#��,�3 )
�!�<�!����2�,L�!�(��1 . �0  � V �  +21  � �  43 1  Z^5U�+2�,��(�t� . �J��1 . ��E����=�
"G�(����,�3 ) �!�n�����`2�,L�!�(��1 . �50  �! �6" %��!��� . ���!E . ��1 . ��E��f� / �!���t>@� ) 2��!�H>
�J� . � . �~�!�$�!2 ) �!2e�t"G�(����,�3 ) �!�7�!�����!� ´87 �

9 �:�:p;0 � ! � " ��
�
�
��<0 � ! � " u>=�?A@�CB	�:p}�D�	��
�
�
��B���u�E»� �GF 0  �! �#"IH

� / �!��� / E�,����!2���,J� ��,W�!��� ) � 2�,L�!�(��1 . � ) 5���+E ) %`2#,����J>@�(�4�!�
� ) �!2�� . ���4����� . �(�(E�� . � * � / �!���&���[M��$�B8\�!� ) ���#E��!2���,A� ) �!2�� . �!� (�+%
Md�I� . ,&� ) �!2�� . ��������� . "G�[1���� . ,�3���5
�����������"����(� � / � ) ��2#� . ��2#,�3a�!���q� . ,�3��A� / ����� / E�,=�~�!2���,

�:p����*��
�
�
��B���u�Mf���$, M��o�L,��[M �����o2�,L�!�(��1 . � )LK � � / �=� )!) 2�"��#�
1 . ��E�� ) � / � � 2 )`. �+,��[Mf,&������"��#�$� 2�, . ��� .�) Mf���(���I�!����2�,���E�� )
. ���D,��v�n�+,��[Mf,
�����$�(2 ) �(� * %�"G�72#�n,+E����(��2�� . �_�7�(�!���@> ) ���I> . � .
�����@��� )�) 2#,�3=5d���2 ) ���!��"����(� 2 ) � . ���#�H>0�!���D���!��"����(� � / ± ´ �»���~�[�[�
�J¶[¼tÂG¹@�»�[�^±}¶ ´ �J% . ,�>a���������@> )4/ ��� ) ����1+2#,�3A�!��2 ) ���!��"��#�$� . �!�
� . �#���$>j± ´ �»���~�[�[�f¼��[�;M��(¼��[�^±N�~�&V;](Z^%tV#]$�vZ^%�V;][¤HZ\%tV;]H©[Z\%tV �vY[Z\%tV X�X�Z^%
V¥¤v�xZ\5

O ¯ À ´ �»���~�[�[��Á�¶v¼`Â�¹@�\�v�F±}¶ ´ �<�[���QPD± RS�(¹@�²�
m ,73��(,��$� . �F%v�!���`2�,L�!�$�!1 . ���(������E@� . ��2#��,7���!��"��#�$�w2 ) rts�8^� . �J>�(1��(, / ���<�LE . >�� . �!2e� / E�,����!2���, ) �:p�� � ��
�
�
��B� � u i�) �(��%_��5 3=5#%fV �v�vZ^5

m ,���� . 2�,T�U,�3���2 ) �'%_����2 ) ��� . , ) �!� . �<2#�72 ) ��2#3���� * E�,����!�[1 . "��#��!� . ��Md�0Mf2����`"=� . "��#�&��� O ,�> . 3��(,��(� . � / � .�) 2�"���� . �#3�����2;�����
�!� . �D��������E@�!� ) �!�����(� . �~�n� . ,�3�� / ��� . ��� / E�,����!2���, ) � . ,�> . ���
2�,����(��1 . � )UK ��2#, �!� .�) ��, . "����n�!2�����5��+2�,����7M��7� . ,�,��v�I�����7��E@�!�
�!���n��� . ����� . ,�3���%+Mf� . �t� . ,gMd�n>@��2#, ) ��� . > �
� �
M . ,L���$>{�!����������E@�!�&�����
�(� . �~��� . ,�3�� 9 "G�$� . E ) �&M��

M . ,L�!�H>7�!�D3���� . ,�2�,����(��1 . ����� . �d2 ) 3�E . � . ,L�!�$�$><�!�7����,L� . 2�,��!���
>@� ) 2��!�H>n1 . ��E��V�+% . ,�>I������� . ,�3���>@� O ,�2#�!�(� * ����,L� . 2�, ) �!��2 ) 1 . �#E���5
m / Md�7� . ,�,��v���(������E@���D�����T�<�+���(�:� . ,�3��<2#, �!� .�) ��, . "����I�!2��7��%Md�I� . ,&�����7��E@�!�I�����4��Â�ÂG�!¶���±§¼��[�»�f2�,L�!�$�!1 . �XW / �����!���n� . ,�3���5
����n��,�� * M .x* ����3�E . � . ,����(���!� . �f�!���D,��(M�2#,L�!�$�!1 . � ) ��2#���K�(��,@8
� . 2#, ) �n2 ) �!�<� . ��� ) E����`��� . �d�!��2 ) ,��$MW2#,L�!�$�!1 . � ) ����,�� . 2�, ) �!���
�(,L��2#���D� . ,�3�� 9SY WT%h2F5 ��5�%G�!� . ������2 ) 2�,L�!�(��1 . �_2 )I. ,q� ´ ����¶x�~¹@�!�
/ ����������>@� ) 2��!�H>4� . ,�3���5
m ,��!��� ) �U���(��� ) %v2�,L�!�(��1 . �L� . �!���(� . ��2�� ) 2 ):. , . �!�S� / ��������E��B82�,�3t3��L�@>I, . �!���[M?�(,��(�#� ) E���� )'/ ���K�!���d� . ,�3��U� /�. 3�2#1��(, / E�,����!2���,

�:p�� � ��
�
�
��B� � ud��,03�2�1��$,g2�,L�!�(��1 . � )ZK � ��
�
�
�� K � 5
Á ¯ ¸o�(�[M�¶$³[��¶B·�À ´ �\�(�~�[�[�S¸
�v�[M���¼��[�^±N����\ ®|° �(�~µ$O`�~±}�}·IÀ ´ �F�!¶v¾
³v¹]���^±}¶ ´
m ,����(��1 . ��� . �!���(� . ��2�� )d) � . �B���$>h%+2�,4������]$©L�vY ) %LMf2;���4�����I��"@8

) �(��1 . �!2���,7�!� . � / ��� ) 2#������� . �!2#�!�����(�!2e�f���G�(� . ��2#��, ) �:p����	�!�_^xu`�
�D� 3 �_^�%����_+<�^v%��(����5#%[�����f� . ,�3��d� . ,7"=�f��������E@�!�H>7���@����2��(2;��� *�i
��5 3�5 k

V ��a� �!�_b� Z 3 V ��a^ �B�_b^ Z�� V ��a� 3 ��a^ �B�_b� 3 �_b^ Z i
V � a� �!� b � Z_+bV � a^ �B� b^ Z�� V � a� +?� b^ �!� b � +?� a^ Z i

V ��a� �!�_b� Z�c�V ��a^ �B�b^ ZD� V ��2#,Sp���a� c»�da^ �!��a� c»�_b^ �!�_b� c»��a^ �B�_b� c»�_b^ ue�
� . ��p}��a� c(�da^ �B�da� c(�b^ �B�_b� c$��a^ �!�_b� c(�b^ u\ZA


����`�(�����!� ) �G��,�>�2#,�3����@����� )�) 2#��, ):. ����� . ���#�H> / �����DE�� .�) � / ± ´ �»�(�~¾
�[�[�_�v�~±§�[M@¼��(�^±N��5
m ���!E���, ) ��E@�P�!� . �UMd�`� . ,7E ) ������� ) �f���@����� )�) 2���, ) �!�n3��(���!� . 8

) ��, . "��#���(,=����� ) E��!� )�/ ��� . ��"�2;��� . � *7/ E�,=�~�!2���, ) �_5 m ,=>@�(�H>h%@Mf���(,�!���D�����7��E@�!�$�`��������E��!� ) �!��� / E�,��~��2#��,f�_%�2;��Â��[�J�(��������� / E�,=�~8
�!2���,K%�2F5 ��5�%�2#���!�$���!� ) �$,L� ) �����&��������E�� . ��2#��, .�)<.?) �H�LE��(,��(�4� /
�(���(���$,�� . � *q. �!2#�!�����(�!2e�&���G�(� . �!2���, ) 5 m �g� . ,W���!�[1��(,'%d" * 2�,@8>@E����!2���,'%��!� . ��2 / Md� ) � . �B��Mf2#�!�b2#,L���(��1 . � )�. ,�>q�!�$��� . ���0� . �J�
. ��2#�!��������2������=�$� . �!2���,AMf2#�!�A�!���4�����!��� ) �=��,�>@2�,�3&���G�(� . ��2#��, � /
2�,����(��1 . � . ��2;���������!2e�v% . �t�!���D�(,=>h%hM��D3���� . ,T�$,������ ) E���� / ���,�_5
6�������� . �7���#��%v2 / �:p}�Gu��W�UcJpc]d+���u~%��!�$���!� ) �$,L�G� .�)�.n) �$�LE��$,����
� / �cMd�<�$�#�$�7�$,L� . � * ���=�$� . �!2���, )$k
lhg k � ]i+ ��p g >��(,����!� ) ������] ) �f2#,L���(���7�H>@2 . �!�n��� ) E��#�Ju i
l ��k � �jc g 5
m ,I�!����2#,L���(��1 . ��1��(� ) 2���,'%$�=�$� / ���!�j�!��� / �����#�[Mf2�,�3`�(������E@� . �!2���, )(k
lhk k � ]i+ KPi
l 0 k � K c k 5
m ,o� . �!�!2e��E�� . �H%�Mf���(, K � V Y5�$]�Z\%h��������E��!�7�!���72�,����(��1 . � ) k k �V#]��(](Z5+WV Y]�(]�Z� V Y]�(](Z^% . ,�>

0 k � V Y5�$]�Z]c�V Y]�(]�Z�wV �72�,KpFYlc$Y5��Y,c�]��$]Zc$Y5�$]Zc�]Hu��
� . �'p}Ylc(Y]�!Ylcv]��(]ic(Y]�(]icv]xu\ZD�wV Y5�(](Zm


�����2�,����(��1 . �hV Y]�(](Z+2 ) 2#,=>@�(�H> . ,<�$,������ ) E����U� / �!��� . �~�!E . �+� . ,�3��
V Y5�!Y]
 ���xZ\5



P ¯ ¸o¶H³��(� ´ ¸o���;M�¶H³x�q¶B·oÀ ´ �\�(�~�[�[�n¸o�[�;M��(¼��[�^±N�~�q� ´ ³��M���±§�
�f¶v�\� ´ �^±}�[���K�(��± ´ �����J�(���§�#�v�F± ´87 �[M��nºh���v�<�IM0ºvÂ����J�

�<5#]9RT�(�!���@> )���.�) �$>g��,TRT� . ,	� . ��E��n����(���!�$�
������(,��(�#� ) E��!�7��"@� . 2�,��$>?" * E ) 2�,�30�!��� . "=�[1�� ) 2��7���#��2e>@� .

2 ) � / ���(,A���L�oMf2�>@��5�
�,���� / �!����� . 2�,9��" ¦ �H�~�!2�1�� ) � / 2�,L�!�(��1 . �
��������E@� . �!2���, ) 2 ) �!�<� . ��������2 ) �(,=����� ) E��!�f, . ���!�[Md�(�H5�
�,��`M .x*
�!�q>@�9�!� . �g2 ) ���{E ) �T�����{¼��J� ´ �[�[�;¹��������(���!�$�0% . �(�(���J>@2#,�3
�!�0Mf��2e�J� �:p}�GuQ� �:p}��Hu 3 ���^p���u�c@p��h+9��[u / ��� ) ���7�71 . ��E����
"G���cMd�(�(,A�  . ,�>?�K5���+E ) %K2 / M��7� . ����% .�) �  %K�!������2e>@�=��2#,L�
� / �����D2�,L�!�(��1 . � K � / Mf2�>@�!����%�Md��Mf2��#�S� . 1�� E � +A�  E��������@%
� � p���u F � � p K u~% . ,�>D�!�+E ) %��:p K u Y �:p}�  u 3 � � p K u cBV6+������ �����v�xZ\5
m / M���>��0,��v�D�+,��[Mw�!�����(� . �~��� . ,�3��j���Fp K u~%_M���� . ,AE ) ���!���
�(,=����� ) E��!� / ��������2 ) � . ,�3���5��@2#��2�� . � / �����DE�� .�) � . ,W"=�
� .�) 2#� *
Mf��2;�!�!�(, / �����!����� .�) ��� /_) �(1��(� . ��1 . ��2 . "��#� ) 5
�<5 �bRT�(�!���@> )���.�) �$>T��,���2#1+2 ) 2���, 2#,L�!�T�+E�"�"=�x�@� )�. ,=>o����$2#�

�f�$� . �!2���,0Mf2;���&R
E��;��2#��� ) ����E@��2#��, . � Q ������� . �J�
m ,
� . , * � .�) � ) %������ . "G�[1��D2�>@� . ��� . > ) �!� . �!� .�) ��, . "������$,@8����� ) E�����5 m / �!�����(,=����� ) E��!�f2 )d) ��2#�������+�DMf2e>@��%+Md�t� . ,4>@2�1L2e>@�t�!�������2�3�2�, . �G"=�x� K ��� 
�
�
 � K � 2�,���� ) E�"@8\"G�x�+� ) %+��������E@�!���������$,@8

����� ) E���� / ����� . �J��� / �!��� ) � ) E�"�"=�x�@� ) % . ,�><�!���(,�� . ���������`E�,�2���,
� / �!���n�!� ) E��#�!2�,�3��(,=����� ) E��!� ) 5
m � 2 ) Md���!�!���7�$,L�!2���,�2�,�3N�!� . �W�!��2 ) 2e>@� . 2 ) ���������������(� *2�,���2#,��9Mf2;���j�����A3��(,��(� . �I�DE��#�!2���� ) ����E@�!2���, . � . ������� . �J� k 2�,@8

) �!� . >A� / ����, ) 2�>@�$�!2�,�3&������2�,�>@2�1L2e>@E . �U1 . ��E�� ) � / ����� / E�,=�~�!2���,
�:p����*��
�
�
��B���u / ��� . ���U�G� )�) 2�"�����2#,���E@� ) �D�*��
�
�
��!�_�h%_Md�4>@2�1L2e>@�
�!���d� . ,�3��U� / �!��2 )_/ E�,=�~�!2���,<2#,L��� .�) � . �#�+,+E��D"G�(�:� / £(��,�� ) % . ,�>
����, ) 2�>@�$���!�����(,=����� ) E��!� / ���I� . �J�o£$��,���5 m ,o�<E��;��2#��� ) ����E@��2#��, . ��!�$�!� ) %�Md� . �������+E ) ����, ) 2�>@�$�!2�,�3 . �#�[M�8\��� ) ����E@�!2���, . �������x�@2#� . 8
�!2���,0�����!���n���!2�3�2�, . � / E�,=�~�!2���,K5 m / M��nM . ,L�f"=�(�B���(�`��� ) E��#� ) %�M��� . 1��g���9����, ) 2e>@�(� ) � . ���#�$��£(��,�� ) %�2^5 ��5�%�Md�T� . 1��0���A�(��, ) 2e>@�(�
��2�3����$�B8\��� ) ����E@�!2���, . �������x�@2#� . �!2���, ) 5
m , �v�����(�gM�����> ) %�,��v�g��,�� * �����g·�¶v�~¼<¹@���[�^±}¶ ´ � / �!���o� . 2#,������"����(� � / 2�,L�!�$�!1 . ��� . �!���(� . ��2�� ) , . �!E�� . ��� * �����7� )h/ ����� �DE��#8

�!2���� ) ����E@�!2���, . � . �����!� . �J�'%d"�E@� . � ) �A������¼����;M�¶H³x��� / 2�,L�!�(��1 . �
� . �����(� . ��2�� )`. ���I���������������(� * 2�,g��2�,��nMf2;���0�!��2 )`. �����!� . �J�'5
�<5   m ,L�!�$�!1 . ��R . �!���$� . �!2e� )A.�)?. R
���!���+> / ���AS� )�) �$�#� . ��2#,�3�+� . �J�J�0�+� . ���
�������� ) E��#�!2�,�3�2�,L�!�(��1 . � . �����!� . �J��2 )�. � ) �����+���!�$�7�$� * 2����=���B8

� . ,L� / ������� )�) �$�#� . ��2#,�3D����� ) � . ����� /S) � . ���J��Mf���(, ) � . ���J��2#,�3 / ���
�����!2�� . �h����,L���!���_V#]$©vZ^%hV �vY[Z\5P���� ) 2������#� ) �fM .x* � / E ) 2�,�3<2�,L�!�$�B8
1 . �K�(������E@� . ��2#��, ) 2�,g�����#�@� . �!� . � . �@2��DE���� / �!���D��" ¦ �H�~�!2�1��
/ E�,����!2���,2�:p���u�2 )f.�)d/ �������[M )(k
6S2�� ) �H%UMd�g��������E@�!�0�����g1 . �#E�� ) � / �:p}�Gu<2#, ) �(1��$� . �U�G��2�,L� )

� ! � " ��
�
�
��B� ! � " i M��w�!���$, ,��[M ��� . � � . � �:p��Gu"! # =�?A@�
� . �'p �:p}� ! �#" u!u~5�����(,'%�Md��>@2�1+2�>@�I���������!2�3�2�, . ��� . ,�3��I2#,L�!� ) �(1L8
�(� . �+£$��,�� )%$ �B%vE ) �d2#,L���(��1 . �@��������E�� . ��2#��, ) �!��3��(� . ,D�(,=����� ) E��!�
&f�i� V ' a� �('�b� Z�� / ������� . ,�3��<� / �:p}�Gu���,o� . �J�o£$��,�� $ �!% . ,�>
>@2 ) ��2 )!) ������£$��,�� )S/ ���_Mf��2��J��'�b��) # � "=�H� . E ) �U�!��� * � . ,�,��v�
����,L� . 2�,g�!���n3��#��" . ��� . �@2�� . 5
����(,'%=M�� ) E�"�>@2#1+2e>@�n�����n�!�$� . 2�,�2#,�37£$��,�� ) 2#,L��� ) E�"�8^£$��,�� ) %

. ,=>����(�G� . �_�!��2 ) �����@���H>@E���� . 3 . 2�, � E�,L�!2��@M��d�#�@� . �!���!����3��#��" . �
� . �@2�� . 5 ���2 ) 2�>@� . ��� . > ) ��� . �!� .�) ��, . "�� * � ¨ ��2��(,L� . ��3��v8
��2;����� )&/ ���T3��#��" . �n���@�!2���2#£ . �!2���,K%nMf2;����� . , "=� / E��B�����(�T�$,@8
� . ,����H>�" * E ) 2#,�3 2�,L�!�(��1 . ��1��$� ) 2���, ) � / 3�� . >@2��(,L�B8\" .�) �$>A���@�!2#8
��2#£ . ��2#��,g���������@> ) 5

r`E����(����E )0) 2��72�� . �0�7�(�!���@> ) �(�+2 ) � / ���&�(������E@��2#,�3q�$,������v8
) E��!� )`. ,=>g���@�!2���2#£ . ��2#��,'5�RT� ) ��� / �!��� ) �����(�!���@> )`. �!�n2���������8
���(,L�!�H>�2�,�� .�) 2�� *7. 1 . 2�� . "��#� ) � / �cM . �!��� . �J� . 3�� )(iL) �$��%L��5 3�5�%GV#]$©vZ^%
V �vY[Z\%'V¥¤v�xZ\5
�<5 X+*���,=����E ) 2���, k m ,L�!�(��1 . �UR . �!���(� . ��2�� ) m ) �P�$� *-,t) � / E�� / ���

RTE��#�!2���� ) ����E@�!2���, . � Q ������� . �J�
�d.�) �H>D��,7�!��� . "=�[1���%vMd�f� . ,��(��,��(�#E�>����!� . �`± ´ �»���~�[�[�=¼��v�[M@¾
�(¼��v�F±N���t±e��� 7 ¶$¶H³$��� ´ ³v±}³��[�»�P·�¶v��.J�(± ´ 70/ �[M��21t¼��[�;M��(¼��v�F±N����¶c·
¼7¹@�²�F±§���~�(¶[�;¹@�F±}¶ ´ �[�'�Jµx�~�»��¼<�~5
�<5 � � � � 2��#��s���� ) �(,L�V��� . �����#� ) � / Q ����� * 2#,�3 m ,L�!�$�!1 . �3*����78

��E@� . ��2#��, )
m ,9�!��� / �����#�[Mf2�,�3 ) �$���!2���, ) %SMd�4Mf2�����>@� ) �(�!2�"=���cM�� . ������2�� . 8�!2���, ) � / 2�,L�!�(��1 . ��� . �����(� . ��2�� ) 2#, ) ������>���� . 2#�^5 � � / ���!��M���3��

2�,����7�!����>@� ) �(�!2��@��2#��, ) %@Md� ) ����E��e>g�7�$,L�!2���,0�!� . �f�!��� . "=�[1���2 )
�!����>@� ) ����2#���!2���,A� /f. yB1 . ,�2#��� . z ) 2#�!E . �!2���,'5 m ,A� . , * �!� . �#8^��2 / �� .�) � ) %x����� ) 2#�!E . �!2���,72 ) �(1��$,D���������������������h%v"G�$� . E ) ��%[2�, . >�>@2#8
�!2���,&��� .�4 ¹�� ´ �F±§�»�[�^±§�[�`����,�����E ) 2#��,�p . "=��E@�`�!���D1 . ��E���� /U) ���7�
�LE . ,L��2;� * �vu~%LM���,��(�H>7�!��� . ��� .54 ¹��[�;±§�\�v�F±§�[�d����,=����E ) 2���, k ��5 3�5�%
2�,T�!��� / �����#�[Mf2�,�3��(� . ��������% . ����,�����E ) 2#��,T��,
Mf���(�!���$� . ��� . �!�
� .�)f. ��2�>�>��(, /}. E��#�`���f,��v�$5
6 ¯ Á��x�(�Dº=�^¹�³[µ�\d½D¶ ´ ¾NP<���~�F�~¹]�(�^±§�x�	�����~�F± ´87
���2 ) � .�) � ) ��E�> * 2 ) >�� ) ����2#"G�$>h%@2�,T>@��� . 2��F%�2#,9V ���xZ\%KV¥¤v�[Z^%'V¥¤[ vZ^%

V¥¤xXvZ\5
m , � . , *T. ��� .�) %���5 3=5#%h2�, . �(��� ) � . �(��2�,�>@E ) �!� * %h2�, ���H>@2��(2#,���%2#��2 ) >@� ) 2�� . "����n�!�g>@�����$�~�I���$�J� . ,�2e� . � /}. E��#� ) Mf2;������E���> . � . 3v8

2�,�3A�����!� .�)�) �$�D"���2�,�3
�����&����2#3�2#, . � )!*@) ���(�&5a6����7��� ) �!2�,�3�%�M��
) �(,�> .�) 2�3�, . � . ,�>&��� .�) E��!�I��������� ) E��#�!2�,�3 ) 2#3�, . �^5d�����2#,���E@�
) 2#3�, . �f� . ,{"G�T>@� ) ����2#"G�$>{" * 2;� ) 2#,L�!�$, ) 2;� * g �	��
�
�
�� g � . ��>@2 / 8
/ �(���(,L�n�������(,L� ) � / ��2#����5������2#,L�!�$, ) 2;��2#� )87 � ��
�
�
�� 7 � � / �!���
��� ) E��;��2#,�3 ) 2�3�, . ��>��(�G�(,�>{��, g � k57� � �  p g �*��
�
�
�� g ��u~%�Mf���$�!��!��� / E�,��~��2#��, ) �  >@�(�G�(,=>g��,0�!���I��� ) �!�$> ) �!��E��~��E�����5

,t) E . ��� * %@M��n>@��,����f�L,��[MW�!���n�(� . �~� . , . � * ��2�� . �h�(�+���!� )!) 2#��,
/ �����!����>@�$�=�$,�>@�(,=� * �  % ) �<M���� . ,�E ) �`�!��� /}. ������� . � . , . �!"�2;8
�!� . � * �(��,L�!2�,+E���E )�/ E�,=�~�!2���,
� . ,0"=� . �������x�@2#� . ���$>g" *4. �=��� * 8
,����72 . �Ip�� /t.o) E ¨ ��2��(,L�!� * � . �!3������J>@�(�~u~5?��+E ) %:Md�g� . ,9� . ���
.0) ���!E����!E�����%G��� *
. 3��$,��(� . �_�#2�,�� . �I>@�(�G�(,�>��(,�� *TO � ) �H%��!���$,'%'2 /
,��H��� )�)�. � * %+3��$,��(� . �h�LE . >�� . �!2e�v%+���J�v5�%�E�,L�!2��'Md� O ,�>g�!����>@�$�=�$,@8
>@�$,�� * �!� . � O � ) ������>@� ) 2��!�H>g> . � . 5
m /�.T) �!��E��~��E����7� .�) ,�� /}. E��;� ) %S�!���(,?�!��� ) E�� /}. �(��2 ) E ) E . �#� *

) �7�+���!�'5 Q )�. �!� ) E��;�H%��!���&>��(�G�(,�>@�$,�� * �  2 )�. � ) � ) ���+�v��� i
Md�0� . ,{�(�@� . ,�>{2;��2�,q .x* �#��� ) �(��2#� ) 5{�@2#,��(�gMd� . ��� ) �(,�>@2�,�3
���(� . �!2�1��$� * M�� . � ) 2�3�, . � ) g �7p ) �!����,�3 ) 2�3�, . � ) � . ,�> . � . 3����!������ . ,��xu~%SM���� . , ,��$3����$���n�LE . >@� . �!2e�D�!�(��� )n. ,�> ��,�� * �(��, ) 2e>@�(�
��2#,�� . �I���(��� ) 2#,?�!��� ) � ) �$�!2�� )$i ���+E ) %S�!����>@�(�G�(,�>��(,�� * Mf2��#��"=�
�²± ´ ���v�~5
Q /}. E��#�&2 ) %�E ) E . �#� * % . 1L2���� . ��2#��,j� /7) �7�+���!��,�� )!) p}��5 3�5�% .

��� . �J��u�5{��+E ) %U2 / �!���$�!�&2 )7.o/}. E��;�H%U����� ) ���!E����!E���� ) ����� ) "G��8
2�,�3 ) ���L���!� i ���$,�����%f�!��� / E�,����!2���,:�   ) ����� ) "=�$2#,�3 ) ���+�v���'%
. ,=>&�!���$�!� / ������%G�#2�,�� . ���!�(��� )�. �!�D,��4����,�3��(� ) E ¨ �(2#�$,��H5���+E ) %
9 :<;>=@?BADCFEG?H:JIK?MLON%N>AQPSRT;�U�;T=@?�VW?�X�?G:JVW?G:JIG?�9YE�R 9 :@?KAFZ[U%CQPD;]\^9_;>=
;>=�?�N>ADPFRT;_EKU3;T=@?8VW?`X%?H:3VW?H:JIK?�9YEa:@LO:@b�R 9c:�?KAdZOe �+��%+Md��� . ,g>����!�H�~�
�!��� /}. E��;��" * �J���H�J�L2�,�3�Mf�����!���(�`�����<>��(�G�(,�>@�$,�� * "G���cMd�(�$, 7� 
. ,=> g � 2 ) ��2#,�� . �H5��+�=%�M�� ) �(,=> ) �$1��(� . �h>@2#¢��(���(,L�t2�,���E@� ) %=�7� . 8
) E��!�������t1 . �#E�� ) g ! �

"� . ,�> 7 ! �
"

 �(�����!� ) �G��,�>�2#,�3����n�!��� ) �t2#,���E@� ) %
. ,=>o�J���H�J�0Mf�����!���(���!����>@�$�=�$,�>@�(,=����2 ) ��2#,�� . �H5 m ,o����2 ) � .�) ��%



�!���<1 . ��E�� ) g ! �
"� . ,�> 7 ! �

"
 . ���n�!���<2�,���E@� ) � � ��
�
�
��B� � %�"�E@���!���

>@� ) 2��!�H>L��2 )d. �LE . ��2;� . ��2#1��Dp * � ) 8^,��+u_1 . ��2 . "��#� k Md� ) 2#����� * M . ,��
�!���+,��[M Mf�����!���(���!���(����2 )f.</}. E��#�`����,����$5 m / �!���$�!�I2 )f.D/}. E��#�$%�!���(,
Md�nM���E��e> . � ) ����2#���n�!�4� . ��� . �LE . ,L�!2#� . ��2#1�������,�����E ) 2#��,
� / 2#� )<) 2�£(��%S���@� . ��2#��,'%K�(����5#%:"�E@�D�!������� ) �D2����=���B� . ,L��� . �B��� /
�!��� . , . � *@) 2 ) 2 ) �!���J���H�J��Mf���������(�`�!���$�!�I2 )f. , *�/}. E��;� . � . ���F5
m / ��������� .�) E����(���$,�� ) M��$�!��2e>@� . �F% . �#�KM��I� . >4����>@��M .�) �!��J���H�J�4Mf���(�!���$�f�!���$�!� . ���n1 . �#E�� ) �  � / ���`Mf��2e�J�'% / ��� . ���. . ,�>

/ ��� . �#�K�7� .�) E����(���(,L� )�� %�M��I� . 1�� k
��  3��� � c g ! � "� 3 
�
�
 3��� � c g ! � "� � 7 ! �

"
 


�+���#1 . "�2#��2;� * � /K.<)!*@) ���(��� / �#2�,�� . ���H�LE . ��2#��, ) 2 ) � .�)B* �!���J���$�J��5
m ,?��� . �#2#� * %'�!��� ) 2;��E . ��2#��,A2 ) �������������7���#2e� . �!�$>'5�RT� .�) E�����8���(,L� . ����E ) E . ��� * 2������!�H��2 ) � k �!���7�!� ) E��;� (� � / �7� .�) E���2#,�3��!���

. ���!E . �h1 . ��E��n�T2 )f) �����$Mf� . �`>@2#¢G�$�!�$,L� / �!��� �!��� . �~��E . �h1 . ��E��
�K5 m ,&� . , * ��� . �;8\�#2 / � ) 2#�!E . �!2���, ) %@Md�I>��7,��v�f�+,��[MW�!���n���!��" . 8"�2��#2#�!2�� ) � / >@2#¢G�$�!�$,��:1 . ��E�� ) � / �7� .�) E����(���(,L�S�$�!�����41<� � (�V+n�K%
Md����,�� * �+,��[M �!����E����G�(�S"=��E�,�> 1j� / �!������������� ) �=��,�>@2�,�3��7� . 8
) E��!�$���(,L�t�(�������H5 Q )�. �!� ) E��#�$%=�!���D��,�� * 2�, / ����� . �!2���,&��� . ��M��
� . 1�� . "=��E@���!��� . �~��E . �f1 . ��E��T�W� / �����T��� .�) E����$>b�LE . ,L�!2#� *
2 ) �!� . ��2;�n"G�(����,�3 ) �!�0�!����2�,L�!�(��1 . � K � V �h+T1 �B� 3 1DZ\5��@��%
2�, ��� . �~��2��(��%�2�, ) ��� . >a� / �!���o��� . ���41 . ��E�� ) � / g ! �

"� . ,=> 7 !Y�
"

 %
Md�7� . 1��&± ´ �»���~�[�[�²� k ! �

"� . ,=>�� ! � " � / �=� )!) 2�"��#��1 . ��E�� ) � / �!��� ) �
�LE . ,L��2;��2#� ) 5�����n�LE�� ) ��2#��,g"G�$�(����� )$kP. ���t����� ) �n2#,L���(��1 . � ) �(��,@8
) 2 ) �!�$,��nMf2#�!�?�!�����#2�,�� . �!2#� * %h2^5 ��5�% . ���<�!���$�!��1 . ��E�� ) g ! �

"� F k ! �
"�

. ,=> 7 !Y�
"

 F � !Y� " / ���<Mf��2��J�K% / ��� ) ������1 . ��E�� ) �  � %_����� . "=�[1��
��2#,�� . ��2;� *�/ �����DE�� .�) ������>h5
m ,�3��(,��(� . �^%x�!��� ) ����1 . "�2���2;� * � / �����t�(�����!� ) �G��,�>�2#,�3 )!*+) �!�$�w� /2�,����(��1 . �P��2#,�� . ���H�LE . ��2#��, ) 2 )n. ,9rtsP8\� . ��> ������"����(� V �v�vZ^%S"�E@�

/ ��� ) �����g� .�) � ) %P� ¨ ��2��(,L� . ��3����!2#�!��� ) � . 1��4"=�$�(,a>@�(1��(�����G�$>h5
6����4�(� . �����#��%`Mf���$, M��o� . 1��
��,�� * ��,��qp},���,@8\,��$3 . ��2#1��Hu72�,@8
��E@� . ,�>q��,�� * ��,��&��E@�!��E��$%dMf2;���q,���,@8\2#,L�!�$� ) �$���!2�,�3?2#,L�!�$�!1 . � )
k !
� " ) k !

^ " ) 
�
�
#%G����� ) ����1 . "�2���2;� * � / �!���������!��� ) �=��,�>@2�,�3 )!*@) 8
�!�$�-� / ��2�,�� . ���H��E . �!2���, ) � . ,o"G�7���!�[1��(,&���g"G�<�H�LE�2#1 . �#�$,����!�
�!��� / �����#�[Mf2�,�3�2#,��$�LE . ��2#� *Gk

� . ����	� 7 !
� " a + 7 ! � " b
g !
� " b + g !Y� " a �b��2#,���	� 7 !
� " b + 7 ! � " a

g !
� " a + g ! � " b 

� ����� ) �!�H>�����2 ) ���(�!���@>g��,������n>@�(�G�(,=>@�(,��(�I� / �����I�(,��$�!3 *��
� / �!���&E��#�!� .�) ��E�,=>���� ) �=��, ) �g��,{�!���&1����;� . 3��� �!� . ��� . E ) � )
�!��������2#3�2#, . ��E��#�!� .�) ��E�,�> ) 2#3�, . �^5U����n��� ) E��#� )f) ���[M ��� . �t,���,@8
��2#,�� . ��2;� * 2 ) 2�,�>@�$�$> . ,&2�,�>@2e� . ��2#��,g� /:.</}. E��;� k
l 6���� /}. E��#�!��� )�) ��� . �!� ) %G�!��� . "G�[1���2�,��H��E . ��2;� * 2 ) 2�,�>@�$�$>&���!E���%��� . ,�2#,�3��!� . �f�!���n��� .�) E��!�$�7�$,L����� ) E��#� )f. �!�n����, ) 2 ) �!�$,��`Mf2#�!�
��2#,�� . ��2;� * 5
l 6����&��� . �!� ) Mf2;��� /}. E��;� ) %��!��2 ) 2�,��$�LE . �#2#� * 2 ) ,��v� )!. �!2 )cO �$>h%��� . ,�2#,�3<��� . �f������>@�$�=�$,�>@�(,=���n2 ) ,���,�8^��2#,�� . �H5� ¯ Á��[���DºG�F¹�³vµ�\������²±}� .�����ºG¹�.�¾NPD±§�H±e�J±}¶ ´ ¶B·��`��¶v�#¶ 7 ±N�J�[� ® �!�J�x�
���2 ) � .�) � ) ��E�> * 2 ) >@� ) �(�!2�"G�$>h%@2�,T>@��� . 2��F%�2�,9V ¤xZ^%'V �[Z\5
m ,W3��(����� *@) 2e� ) % . �����������!2 . ��� ) E�"�>@2�1L2 ) 2#��,W� /�. , . �!� . 2�,L�!�

) �(3����$,�� ) 2 ) �(�L���!�$���(� * 2����=���B� . ,L�$%G"=�H� . E ) �D2;���(, . "��#� ) E ) �!�
���+��� . �=��� . �!���!�����!� ) E��;� ) ��"@� . 2�,��$>?2�, ) �������#�@� . �!2���, ) Mf2;����2#,
�!��� ) �(3����$,��7p�Mf���$�!�<���+�!�$, ) 2�1��D�!� ) � . �J�J�gM .�) >@��,��xud�!�g�v�����(�
���+� . ��2#��, ) Mf2#�!��2�,9�!��� )!. ��� ) �$3����(,L�H% . ,�>?�!�+E ) %S3���� . 3��+�@>
E�,�>��(� ) � . ,�>@2�,�3q� / ����� ���@� . �!2���, ) Mf��2��J��M��$�!�$,�� �4�!� . �0�!�����B8
��E�3���� *�. , . � * £$�$>h5:���� ) E�"�>@2�1+2 ) 2#��,g� /S. 3��(���#��3�2e� . ��£(��,��t2�,L�!�

) �(3����$,�� ) 2 ) � / �!�$, . �(��,L�!���[1��$� ) 2 . �K2 )!) E���%KMf2#�!�9>@2#¢G�$�!�$,����$1+2;8
>@�$,���� . ,�> >@2#¢G�$�!�$,��n�(�+�G�(�!� ) ��2#,L��E�2;��2#��, ) E����G���!�!2�,�3&>@2;¢��(���(,L�
) E�"G>�2#1+2 ) 2���, ) 5
6����f�(� . ��������%�2�,T��E�� . �!� .D� �`2#����� . ,�>��n�!2 / �`£(��,�� � �!���$�!�

2 )�) �����t3��(�@�J���$�72e� . ���(1+2e>@�(,=���`��� . �d�!��2 ) £(��,��t2 ) >�2#1+2e>@�$>�2�,L�!�
�!���!�$� ) �(3����(,L� ) V  �©vZ k
l ����� ) ��E@�!���(��, ) �(3��7�$,L��Mf��2��J�a2 ) �#�@� . �!�H>h% . �������x�@2#� . �!�(� * %"G���cMd�(�(,0�����n� . �!2#�!E�>�� )Z� ���v©�� . ,�> � �  vX�� i
l ���������$,���� . � ) �$3����(,L� ��/ �!��� � �j vX_
 ���`��� � �  ���� i�. ,=>
l �����n,����!�!���(��, ) �(3����$,�� ��/ ����� � �  �� � �!� � �WX=] � 5
�`�[Md�(1��(�H%P2#,{�!���&1+2��(Mf�G��2�,���� / � . , * �!� ) � . �J�J���(� ) %_����2 ) �$1+2;8
>@�$,����n2 ) ,��v� * ��� ) E ¨ ��2��(,L�!� * �(��,+1+2#,��(2#,�3�5
m ��2 ) �����(��� / ���!�T>@� ) 2�� . "����&�!�9>@�$1��(�����a,��$M ���$�J��,�2��LE�� )�/ ���£(��,�� ) E�"�8\>@2�1+2 ) 2���,'%h���$�J��,�2��LE�� ) Mf��2��J�?M���E��e>o"G��2#, �!������� .�) �

�G� )�) 2�"����TM .x* >��(�G�(,�>@�$,L�4��,b�!���{p ) E�" ¦ �H�~�!2�1��xu7���@�G�(�!������2�,@8
2���, . ,�>TMd��E��e>h%=�!�+E ) %="G�<� . �+2�� . ��� * ���(��2 . "��#��5tS�4� . ���n�!��2 )
����,�����E ) 2#��,T�������D���(��2 . "��#��%=Md�DE ) ��%G2�, ) �!� . >T� / �!���7�������D� . ���
7 ��¶v�#¶ 7 ±N�J�[� )�. ������� ) % . ������� . "�E�,�> . ,L�f�\¶JÂ�¶ 7 ����Â5M@±N�J�[�v2�, / ����� . 8
�!2���,�p§�!��2 ) 2#, / ����� . �!2���,'%:��5 3=5#%P������� )n/ ����� )�. ���(���#2#�!�������v��� ) u~5
� �g� . ,��J� . � . ���!�$�!2�£(��� . �J�9� . �!�D� / �����g>�2#1+2e>@�$>9£$��,��4" * 2#� )
�!���=��3�� . ��� * 5
m ,W�!���=��3�� . ����2e� . � . , . � *+) 2 ) %fMd� /}. ��� . ,��(M-������"��#�$� k � /�!�+�T�<E��J�9> . � . %K��� ) �n� / Mf��2e�J�A2 ) 3��(����� *+) 2e� . ��� * 2#���!�$�#�$1 . ,L�$5

S�0�$�#2���2#, . �!� ) ������� / �!��2 ) 2����!�$�#�$1 . ,L�I> . � . %KMd��� . ,?E ) ���!���
6���E���2#�$���!� . , )B/ ����� i 2#,=>@�(�H>h%�2#�t2 ) �+,��[Mf,g�!� . �tMf��2��#�4p . �`��� .�) �
) �����Hu . " ) ����E@���d1 . �#E�� ) � / ������� . �gp / ������2#,�3 .�) ��8\� . ���#�H> ) �=�H�~8
�!��E���u . �!�f3��(����� *+) 2e� . ��� * ��� . ,�2#,�3 / E��^%������t��� .�) � ) E ) E . �#� *7. �!�
� . ,�>@��� . ,�>
� . ,T"G�D�����(��� / ���!��2�3�,������$>h5��@��%GM�� ) ����E��e>&��,�� *
E ) ���!��� ) �=�H�~���!E��&5
�+2#,=���nMd� . ����2�,L�!�$�!� ) ���$>0��,�� * 2�,&�!���n� . �!3���8 ) � . �����(� .�)!) 2 O � . 8

�!2���,K%@2;��� . ��� )�) �(, ) ���!�7��,�� * E ) �t����� ) �G�$���!��E�� 1 . ��E�� ) �����!����8
) �=��,�>@2�,�3n�!�<�!�$� . �!2�1��$� * � . �!3�� ) � . �!2 . �=M . 1��(���(,�3��!� ) %�2^5 ��5#%LM . 1���8
���(,�3��!� )��A/ ����Mf��2e�J� � ! �  / ��� ) ����� . �����!�����!2 . ���f1 . ��E�� �  5
m ,�� . �B��2��(E�� . �$% / ���P����� ) E�"@8»>@2�1+2 ) 2#��,�� / �!�����f2�� ��� . ,�>@�f��2 / �H%+2;�
� . ��� )I) �$, ) �D���0E ) ����,�� * M . 1��$�#�$,�3v��� ) � /�� $��]HY�Y�Y4�+� ���
� . ��3��(�H5
Q � ) �=% / ���I����� �f2��!��� . ,�>@� �f2 / �$%_M�� . �!�72#,L���(��� ) �!�$>?2�,?�!���

��� .�)�) 2 O � . ��2#��, � / �����!2�£(��,L� . �P£$��,�� ) % ) �&2#�D� . ��� )n) �(, ) ���!�
>@2#8
1+2�>��&�!�����f2������ . ,�>@���f2 / ��2�,����W]��0£$��,�� ) V � a � � b Z7p�Mf2#�!� �
/ ����� � a �  �Y���� � b �  �]�% / ����� � a �  �]n�!� � b �  L�@%_5(5$5(%
/ ����� � a �WXLY`��� � b �WX=]Hu~5_6����_� . �J�<� / ����� ) ��£(��,�� ) %[M��d� . ���
�!���f�!���=��3�� . ����2e�f> . � . %�2F5 ��5�%��!���`���(2�3��L��"Sp��d� � uP>@� ) ����2�"=�H> .�)�.
/ E�,����!2���,7� / �#��,�3�2#�!E�>��d� . ,�>D� . ��2;��E�>@� � %���������E@�!�d�����f6���E��!2��(�
�!� . , )c/ ���!�$#�p&% � � u�Mf2#�!�0��� ) �=�H�~�d�!�7�K%��(���D"�2#,�� . ���G�!��� ) �=�H�~8
�!� . �_1 . ��E�� ) Mf��2e�J�o�(�����!� ) �G��,�>0���g� . ��3��DM . 1��(���(,�3��!�{p}2F5 ��5�% / ���
Mf��2e�J�'%0��]O� � $u~% . ,�>��(������E@�����!���f��� ) E��#�!2�,�3 ) �G�$���!� . �@1 . ��E��

( p � a u`�*),+.-
+./�+10

) �3234657 /  E #�p&% � � u�E ^ >�%�> � 

�+2�,����&Md� . ���g2�,L�!�(��� ) �!�H>{2�,W�����7� . ��2#,�3o�!��� ) �G�$�~��� . ��1 . �#E�� )( p � u��(�����!� ) �G��,�>�2#,�34�!�T>@2#¢G�$�!�$,L�I� . ��2;��E�>@� )l� % ) �&M�� . ���7,��v�
2�,����(��� ) �!�H>�2�,��!���A� .~�(¶[�;¹@�\�71 . ��E�� ) � / ( p � u�%���,�� * 2�,j�!�(�#�v�F±§�[�
1 . ��E�� ) 5P��+E ) %L��� ) 2��7���#2 /�* �!���n> . � . %LMd�I� . , ´ ¶v�~¼��v�²±98H���!���$�
" * %h��5 3=5#%'>@2�1+2�>�2#,�30� . �J�
1 . ��E�� ( p � a u�" * �!���7� . ��3�� ) � (;:=<?> � /
�!��� ) �01 . �#E�� ) 5 m ,a� . �B��2��(E�� . �$% / �����!�����f2#����� . ,�>��0��2 / �$%��!���
��� ) E��;��2#,�3�1 . ��E�� ) � /�� a � � �	� � ^���
�
�
 . ,=> 7 � � ( p � � u(� ( :=<3> . �!�
.�)d/ ���#���[M )$k



tE� ��� y��

� � �v©  �Y  �]  L�  �   �X

7 � Y�5 ��� Y�5 �vX Y�5¥�@] Y�5�]$� Y�5¥�vY Y�5¥�v©

 ��  ��  L¤  ��  �© XLY X=]

Y�5  �] Y�5  L� Y�5 XL� ]�5 Y�Y Y�5 ��Y Y�5 ©�� Y�5²¤xX

��.�) �$>���,�� * ��,��!��� ) � ) �G�$���!� . ��1 . �#E�� ) 7 � %HMd�PMf2��#���!� * ���t��� .�)�) 2 /�*
���+� . ��2#��, ) 2#,L��� ) �(1��(� . �h����E ) �!�$� ) p(y ) �(3����$,�� ) zLu~5
6������ ������3��(����� *@) 2�� . �:1+2#�$Mf�=��2#,L�H%K������>@� ) 2��!�H> £$��,�� ) �����B8

��� ) �=��,�>?�!� y!����,����!��,�2��(2;� * �!�$3�2���, ) z k 2�,A�!��� O � ) ��£$��,���%_�!���
1 . ��E�� )�7 � . ���<p . �������x�@2#� . ���(� * uP>@�$�(�!� .�) 2#,�3�%L2#,4�!����,����+��£(��,���%
�!��� * . ��� p . �������x�+2�� . ���(� * uT2#,��(�!� .�) 2#,�3�%n���J�v5 �@��%�Md���DE ) �
���L��� / ���I����������,����!��,�2��(2;� * ���(3�2#��, ) � / �!���Tp}E�,��+,��[Mf,=u / E�,=�~8
�!2���, 7 p � u�5
��������!��"����(� 2 ) �!� . �_�����f1 . ��E�� )^7 � . ���d��,�� *�. �����!�x�@2�� . �!�$� *

�+,��[Mf,'% ) �bMd�?� . ,�,���� ) 2��7��� * �(����� . �!�o�!���91 . ��E�� ) ���b>���8
�!�$�!��2�,��oMf�����!���(� .A/ E�,����!2���,j2�,��(�!� .�) � ) ���g>@�H����� .�) � ) 5 ����
���$2#3���� )
. ���9��� .�) E����$>��������!� * . �(��E�� . �!�(� * % ) �a�!���{��,�� * �$�B8
����� ) 2#,b�!���
1 . ��E�� )57 � �(����� / ����� >�2 ) ��������2#£ . �!2���,K5 m ,W�v�����(�Md���J> ) %UM��0M���E��e>���2#���4��� �+,��[M �����&1 . ��E�� ) � / �!��� / E�,=�~�!2���,
7 p � u � ( p � u � ( :=<?> / ��� . �#� � %_"�E@�DMd����,�� * �+,��[M �!����1 . ��E�� )
7 � � 7 p � �(u�%:5(5(5$% 7 �h� 7 p � ��ut� / ����2 )t/ E�,��~��2#��, / �����!���<�G��2�,L� )
� �*��
�
�
�� � �G5�6����t� . �J� � Mf��2��J�o2 ) >@2#¢G�$�!�$,�� / �!��� � � %�2;��2 ) ��� . 8
) ��, . "��#���!��� ) �!2�� . ��� 7 p � u .�) ������1 . �#E�� 7 �X� 7 p � �\u . �S�������=��2#,L�
� �PMf��2��J�&2 ) �!��������� ) � ) �f�!� � p . ,�>'%�2e>@� . �#� * %�Mf��2��J�T"G�(����,�3 ) �!�
�!��� )�. ��� ) �(3��7�$,L� .�)/� � u~5A6����<� . �J���=��2#,L� � � %�Mf� . �<2 ) �!���
� . ��3�� ) ���G� )�) 2#"����D�$�!�����l1 � � / �!�����(�����!� ) �G��,�>�2#,�3 . �������x�@2#� . 8
�!2���, �
� ���(, ��� � � %P�����&�=��2#,L� � � 2 )�) �!2��#�d�!���&�(�#� ) � ) �7E�,L�!2��fM��

��� . �J�A�����0�72e>@�G��2�,L� � :�� = � p � � 3 � � b �(u(�v�&"G���cMd�(�$, � � . ,�>� � b �v5 m ��2 ) ��� .�) ��, . "��#�D�!� .�)�) E����<��� . �n������� . ��3�� ) �n�=� )!) 2�"��#�. �����!�x�@2�� . �!2���,&�$�!����� E 7 p � uG+ 7 �IE / ��� ) E��J�
�G��2�,L� ) 2 )�. �B� . 2�,��$>
Mf���$,n�!���d>@2 ) � . ,��(�U"G���cMd�(�(, �n. ,�> � ��2 ) �!���d� . �!3�� ) �$%$2F5 ��5�%[Mf���(,
� 2 ) ����2 ) �72e>@�G��2�,L� i 2�,0�!��2 ) � .�) ��%@����� . �����!�x�@2�� . �!2���,g�(���!���d2 )
�$�LE . ���!�fE 7 p � :�� = u4+ 7 � E;5
m / �!���g�G��2�,L� )$� � . ,�> � � b � "=�$�#��,�3o���q�;M��&���v¼�� ) �(3����(,L�$%�!���(, �����A>@�(�G�(,�>��(,��(�?� / 7 p � u���, � ) ����E��e>W"G� ��� .�) ��, . "�� *

) �7�+���!� / ��� � F V � � � � � b ��Z\5 ����(��� / ������%<��, . , . �����[M 2�,@8�!�$�!1 . ��V � � � � � b �JZ\%SMd�4� . ,'%:Mf2#�!�9��� .�) ��, . "���� . �(�(E�� . � * %S2�3�,�������LE . >�� . �!2e� . ,�>���2�3����(�d�!�$�!� ) 2�,��!���n���@� . , ) 2���,�� /%7 p � � 3 1 � u
. ,=>b�!�+E ) % . �������x�@2#� . �!� 7 p � u�" *b. �#2�,�� . � / E�,����!2���,'5 6���� .
��2#,�� . � / E�,��~��2#��, 7 p � u~%��!���D>�2;¢��(���(,��(� 7 p � :�� = u`+ 7 p � � u�2 ) �H�LE . �
�!�?�����T� . � / � / �����T>@2;¢��(���(,=��� 7 p � � b �$ui+ 7 p � � u � 7 � b ��+ 7 � i
�!�+E ) % / ��� ��� � �c%P����� . �������x�@2#� . �!2���,9�(�������D2 ) "=��E�,�>@�H>{" *
Y5
¥�,c�E 7 � b � + 7 �IE²5
m / �!�����G��2�,L� ) � � . ,�> � � b �N"G�(����,�3-��� ³[± 	����!� ´ � ) �$3v8���(,L� ) %L�!���$,�������>��(�G�(,�>@�$,���� 7 p � u ) ����E��e>����@��2�"�2#� ) �����t,���,@8

) �7�+���!��,�� )!) % . ,�>a2#�42 ) ��� .�) ��, . "����0�!�9�(�+�G�$���4��� . �������o>@2 / 8
/ �(���(,=��� E 7 � b �i+ 7 � E�2 ) �<E��J�T��2�3����$�t��� . ,T����� . �������x�@2#� . ��2#��,
�(�������H5
m ,0"G�v���T� .�) � ) %+�!��� . �������x�@2#� . �!2���,��$�!������2 ) "=��E�,�>@�H>g" *

Y5
¥�Qc E 7 � b � + 7 �<E 


�+2���2#� . ��� * % / ��� � ) � � %h�!��� . �������x�@2#� . �!2���,
�$�!������2 ) "G��E�,�>@�$>
" * Y5
¥��c5E 7 �>+ 7 � a � EG2 / �!�����G��2�,�� ),� � . ,�> � � a � "=�$�#��,�34���0�!���)�. ��� ) �(3����$,��H% . ,�>T2 ) �DE=�J� ) � . �#���(�`2 / �!��� * >@��, � �H5 m ,
"G�v�!�� .�) � ) %+����� . �����!�x�@2�� . �!2���,4�(���!���d2 ) "G��E�,�>��$>0" *

Y5
¥�,c�E 7 � + 7 � a ��E 

� �4� . 1����cM��
"G��E�,�> ) ��,A�!��� . �����!�x�@2�� . �!2���,A�(������� . ,=>AM��
� . ,n�!���(��� / �����U�(��,��(�#E�>��P�!� . �K����� . �������x�@2#� . ��2#��,I�(���!���K� . ,�,��v�
�����(�(�$>4�!��� ) � . ����� ) � 1 � � / ����� ) ���cM���"G��E�,�> ) %�2^5 ��5�%+�!���n1 . ��E��

17�X� Y]
 �Qc$�72�,Kp�E 7 ��+ 7 ��
�E �	E 7 � b � + 7 �<E ue

Q )U. ��� ) E��#�$%�2#, ) �!� . ><� / �!���D���+���(��1 . ��E�� ) 7 � % / ���U� . �J��J%vMd�d3����
�!���g± ´ �\�(�~�x�v�	�H����V 7 a� � 7 b� Z:� / �G� )�) 2#"����D1 . �#E�� ) � / 7 p � u~%hMf���$�!�
7 a� � 7 ��+)1<� . ,�> 7 b� � 7 � 3 1<�!5 m ,T� . �!�!2e��E�� . �H% / ���`�!���B�`2#���� . ,�>@�I��2 / �H%�Md��3���� k� � �wV Y5
¥�v�5��Y5
  �YvZm� � ^ � V Y5
¥����� �!Y]
 �����[Zm� ���V� V Y]
#]H©��5�!Y5
¥�����xZA�

���Q�wV Y]
#]$X]�!Y]
#]��[ZA�3��� �wV Y]
#]��5��Y5
¥���xZA�3��� � V Y]
 ���5��Y5
  �Y[ZA����U� V Y5
  �Y]�!Y5
  ��[Zm� ���i� V Y5
  � ]�!Y]
  +¤HZA�3��� �wV Y]
 XLY�� ��Y5
¥�@]x�xZA�� � Q� V Y5
 ��Y]�(]�
�]$YvZm� � ��� � V Y5
²¤v� ��Y5
 ���vZm� � � ^ �wV Y]
 ���5�$]�
 YvXvZA��*� � � V Y5
 �� 5��Y5
 ���[Zm

� �DM . ,L�t��� O ,�>o�!�$3�2���, ) � / E�,��(�(�!� . 2�,L� * � /U.�/ E�,����!2���, 7 p � u~%
"�E@�fMd��>��<,����f�L,��[Ma�!���I��� . �~� / ����� � / ����2 )d/ E�,��~��2#��, i�. ����M��
�+,��[M�2 ) �!� . � / ���t�$1��(� * �J% 7 p � �^u F �H� / �����+,��[Mf,T2�,����(��1 . � ) �H�c5
�`�[M � . ,gMd� O ,�>4�!���n����,��v�!��,�2e��2#� * �!�$3�2���, ) 2�,g����� ) 2#�!E . �!2���,
Mf2#�!� ) E��J�92�,����(��1 . �dE�,����$�B� . 2�,L� * � 
 / ����E�� ) ��% ) 2�,��(��M��4��,�� *
�+,��[M9�����f1 . ��E�� ) � / �!��� / E�,��~��2#��, 7 p � uS2�, O ,�2;���(� * � . , * �G��2�,L� )
� �B%x�!��2 )S/ E�,��~��2#��,<� . ,�� . 1�� .�) � . , * ����,����!��,�2��(2;� * ���(3�2���, ) "G��8
�cMd�(�(, � � . ,=> � � b � .�) �G� )�) 2�"�����5 � � . �nM�� . �!�<2#,L�!�$�!� ) ���$> 2#,2 )U/ E�,�>@2�,�3D����� ) E�"�>@2�1+2 ) 2#��,42�,L�!�D����,��v����,�2e��2#� * �!�$3�2���, ) Mf��2��J�
� . ,n"=�d>@�$>�E����H> / �!���j������> . � . 5K���� O � ) �K, . �!E�� . ���LE�� ) ��2#��,n2 )$k
� . ,gMd�n���@��� . 2�,g�!���D> . � . " *4.�)!) E���2#,�3<��� . �f�����D>@�$�=�$,�>@�$,����
7 p � uP2 ) ����,��v����,�2e� � m / ,����$%L�!���$,�Md�t� . , .�) � / �����!���t�G� )�) 2�"�2��;82#� * � / � . 1+2#,�3 .�/ E�,����!2���, 7 p � u_Mf2;���<�(� . �~��� * �cMd���7��,��v����,�2e��2#� *
���(3�2���, )(k
l 2 /`) E��J� .0/ E�,=�~�!2���,92 ) �G� )�) 2�"�����%S�!���$,9M�� . �!��2�,L�!�$�!� ) ���$>?2#,�G� )�) 2�"��������@� . �!2���, ) � /:) E��J�0�!�$3�2���, )$i
l 2 /K) E=�J� .I/ E�,����!2���,g2 ) ,��v�d�=� )!) 2�"��#��%������(,4M���Mf2#������� * ��� O ,�>
.T/ E�,��~��2#��, 7 p � unMf��2��J��2 ) ����, ) 2 ) ���$>9Mf2#�!�q��E��<2#,L���(��1 . �d> . � .
. ,=>4Mf��2e�J�&� .�) �������(�I����,����!��,�2��(2;� * ���(3�2#��, ) %L�(����5
���2 ) ���!��"��#�$�CM .�)`O � ) � / ����� . ��2#£$�$> . ,�> ) ����1��$>
2#,{V ���vZ^%PV ��©vZ^%
Mf���$�!��Md��>��(1��$�#���=�H> . ��2#,�� . �!8F��2#��� . ��3����!2#�!��� / ��� ) ����1L2�,�3��!��2 )
������"����(�&5 �d*4. ����� * 2�,�37�!��2 )`. �#3�����2;�����&%LMd� O ,�>g�!���!�$������,��v8
�!��,�2e��2#� * ���(3�2#��, )$k V �v©5�� vX�Z^%nV  �]��!X�](Z^% . ,=> V  +¤8�!X�]�Z � 2#,j3��+�@>
. �$������> . ,�����Mf2#�!�0�!���n3��(�@�J���$�72e� . �h> . � .D/ ����� V  �©[Z\5
� ¯�� �;M��(� ® Â�ÂG�²±N�J�[�^±}¶ ´ ��\ ® Of�~±}�F· � �[���~�H±}�(�


t�!���$� ) E��$��� )�)B/ E�� . ������2e� . ��2#��, ) � / 2�,L�!�$�!1 . �d���$�J��,�2e�LE�� ) 2�,@8
����E�>@� k
l ���(���(� . ,�2���E�� . ��2#��,?V ©[Z\%'V ���xZ\%'V ���xZ i
l ����"G�v��, . 1+2#3 . ��2#��, V ���xZ i
l . , . � *@) 2 ) � / �<E��#�!2#8 ) �=�H�~��� . � )!. �!�(����2;���n2#� . 3�� ) V �� vZ^%hV ���xZ\5�+2�,���� .�/ E�£(£ *0) ����� . ,T"G��, . �!E�� . ��� * ���(����� ) �(,L�!�H> .�)`. ,�� ) �!�$>
/}. ��2�� * � / 2�,����(��1 . � ) pF��������� ) �=��,�>@2�,�3n�!��>@2#¢G�$�!�$,L�d���(1��(� ) � / ���$�B8
� . 2#,L� * u~%x���������@> ) � /+/ E�£(£ * > . � . ���!�@��� )!) 2�,�3 . ���!2�1��(� * E ) ��2�,L�!�$�B8
1 . �@��������E@� . �!2���, ):. ,�>�"G�f����, ) 2e>@�(���$> .�) , . ��E�� . � . �����#2e� . �!2���, )
� / 2�,����(��1 . ���!�H�J��,�2e�LE�� ) V ���[Z^%'V �vYvZ^%'V �[X�Z^%'V ���[Z^5



ïcïmï[ð´ñéò�ómôÝõ � ���×÷#ú}÷uö%û�ó@õ��HûEôÝõ�ùkú�ø
ùK�àïsúÝôÝ÷uö�ªEû�óñÖûEôÝü}÷��½ûEô%õ�ÿ%ø
ûkú}ý  �S�t�²÷EôÝö��W�����uö%ù%û}ÿ6ü
®�¯ �`� ´ �����[�=À$³��J�
m , . >�>@2#�!2���,<�!���!���dE����=�$��"G��E�,�><��,<�!��� . �������x�@2#� . �!2���,��$�B8����� / ����� . �J�4�LE . ,L�!2#� * � � %+Md�t� / �!�(,g� . 1�� . , . >�>@2#�!2���, . �=2�, / ���B8

� . ��2#��,'5P6�������� . ��������%+2�, ) �����t� .�) � ) %L2�, . >�>�2;��2#��,��!�D�!����E��@8
�G�(�d"=��E�,�> ) 1 � / ���U�!����>@2;¢��(���(,=��� )V(� � +g� � %�Md� . � ) �n�+,��[Mb�!���
E����G�(�:"G��E�,=>���,��!���$2#�P>@2 ) � . ,��(�U"G���cMd�(�$,n�!���d1��H�~����� )X(� . ,�>D�K%
2^5 ��5#%:�����4E����=�$�<"G��E�,=>9��,
	 p (��� + ���(u ^ 3 
�
�
 3 p (�_� +?�_��u ^ 

m ,
����2 ) � .�) ��%�Md�<�+,��[M���� . ���!��� . �~�!E . �_1 . �#E�� ) � / � � ��
�
�
��B� �"G�(����,�3 ) �!���!���f2�,L�!�$� ) �$���!2���,D� /G. "G�x� K � � 
�
�
 � K � . ,�> . " . �#�^5
� �4� .x* � . 1����������4�����7���#�(� ) � . �G� ) 5
s����@��� )�) 2#,�3T�(�����������
) � . �G� ) 2 ) �(������E@� . �!2���, . ��� * >@2 ¨ �(E��#�Tp ) �$��%P��5 3=5#%tV  ��[Z§u�% ) � M��
�DE ) � O ,�>{3��+�@> . �������x�+2�� . ��2#��, )n/ ��� ) E��J� ) � . �=� ) 5 m >@� . �#� * %Md� ) ����E��e> O ,�> . �������x�+2�� . ��2#��, ) Mf��2e�J� . �!�&¶�ÂG�^±§¼��[�G2#, ) ���7�
��� .�) ��, . "���� ) �(, ) ��5
Q ) 2#��2�� . �D������"��#�$� � /fO ,�>@2�,�3 �!���g���@��2#� . � ) � . �G� )7. ��2 ) � )

2�,
�!��� ) �(���$�~��2#��,
� / y�����E ) �!�(� ) z
p�£$��,�� ) ut��������� ) �=��,�>@2�,�3��!�4�!���
���[M�8^��� ) ����E@�!2���, . �������x�+2�� . ��2#��,'5`�`�$�!� . � ) ��%=2;�I2 ) >@� ) 2�� . "����n�!�
O ,�>g�����n���@��2#� . �'£(��,�� ) 5
�'����E )7) ���[Mn%_��,9�!���g�(� . �����#�4� /�) �(���$���!2�,�3
£(��,�� ) ��,��!���

��� . ,���%����[M{�!��2 ) ������"��#�$�w� . ,<"G� ) ����1��$>gp . ��������3��$,��(� . �@� .�) �
2 ) >@� ) ����2�"=�H>42�,9V X@¤HZ�u~5


 / ����E�� ) ��%������I�7���!��� . � . ���(�!�(� ) M�� . ���#�[Mn%��!����"G���!�!�$���!���
. �����!�x�@2�� . �!2���,K5q�+��%U�!���
�LE�� ) ��2#��,q� . ,b"=�&��� / �����DE�� . �!�$> .�)
/ �������[M )(k_/ ��� . 3�2�1��$,4,+E��<"=�$�d� / � . � . �����!�$� ) p}2F5 ��5�% / ��� . 3�2�1��$,
>@2����(, ) 2#��,<� /G. �������x�+2�� . ��2#,�3 /}. ��2�� * u�%vMf��2e�J�<2 ) �!���f"G� ) � /}. �78
2�� * �
6���� ) 2�������2��(2;� * %`M��oMf2#���t��� ) �!��2����4��E�� ) �(��1�� ) �!� /}. ��2#��2#� ) � /

) ��� ) � . 1�� . , . � * �!2e� . �dp}���n��2��$�(��8\Mf2 ) � . , . � * �!2e� . �eut"G��E�,�> . ��2#� ) %
2^5 ��5#%0"=��E�,�> . �!2�� ) �!� . �q� . , "=� >@� ) ����2�"=�H>�" *�. , �H�LE . ��2#��,
'�p��X� � u2� Y / ��� ) ����� . , . � * ��2�� . � / E�,=�~�!2���, '�p��d� � uh� � 3� � 3� � 3�� � ^ 3 �H� � 3 � � ^ 3 
�
�
U�+2�,����&Md� . �!�02�,����(��� ) �!�H>
2�, O ,�2#�!��8»>@2����(, ) 2#��, . � /}. ��2#��2�� ) � /�) ��� ) %_2;�<2 ) , . �!E�� . �P�!�
�(��,@8
) 2�>@�$� O ,�2#�!�(8\>�2#���(, ) 2���, . � /}. ��2��#2�� ) � /�/ E�,��~��2#��, ) %_2^5 ��5#% /}. ��2#��2�� )
� / �����`� * �G�/B��i�Xc�'4��p��X� � u 3 
�
�
 3 ���Gc '��Lp��X� � u H %+Mf���(���]' � p��Lu
. ���d3�2�1��(, . , . � * ��2�� . � / E�,����!2���, ) % . ,�>��Z�*��
�
�
������ . ��� . �!"�2;��� . � *
p���� . �eu:�(��, ) � . ,L� ) 5_�+�=%v�!���`��E�� ) �!2���,�2 )$k Mf��2��J��� /�) E��J� /}. ��2#��2�� )
2 ) �!���n"G� ) � �
� ���(,&Md� )!.x* yB�!���n"G� ) ��z�%�M��I��� . ,0�!� . �`��,g�!��� ) ���`� /:. �#�

) E��J� /}. ��2#��2#� ) %��!���$�!�n�<E ) �f"G� . �!�$� . �!2���, ! >@� ) �(�!2�"�2�,�37Mf��2��J�
/}. ��2�� * 2 ) "G���!�!�(�����t�$�LE . �S2#, ��E . ��2;� * 5`���2 ) �!�$� . �!2���,&�DE ) ��"=�
�!� . , ) 2#�!2�1��0p�2 /�� 2 ) "=�(�B�!�$���!� . ,���% . ,=>���2 ) "=�(�B���(���!� . ,��7%
�!���(, � 2 ) "=�(�B�!�$���!� . ,��nu~5<���2 ) ���(� . ��2#��,
2 ) ,�����,��$��� )!)�. ��2�� *
.�)!* ���7�(�!��2���%@"=�H� . E ) ��Md�I� . ,0� . 1����cMd� . �������x�+2�� . ��2#,�3 /}. �78
2��#2�� ) � / �!��� )!. ���t�LE . ��2;� * 5_�t�[M��$1��$�$%vMd�`Md��E��e>7�#2����`�!�����$�LE�2��!�
�!� . �d�!��2 ) �!�$� . �!2���,�"G� � ´ �[��2#,4�!��� ) �(, ) �`��� . ��2;� ) ����E��e>�>@� O ,��
. E�,�2��LE�� .J�~�~� /}. ��2#� *!�#"%$'& p}2F5 ��5�%L�!����E�,�2e�LE�� /}. ��2#� *�/ ����Mf��2��J�( �Wp � "%$'& !)�7u~5 m ,=>@�(�H> k
l&m / ,���,���� / �!��� /}. ��2#��2#� ) 2 ) ������"=� ) �H%'�����(, �!��2 ) ����2#�!�(��2���,o2 )� / ,���E ) ��% ) �<�!���$�!� ) ����E���>g"=�4�v�������[�~��¶ ´ �����@�!2�� . � /}. ��2�� * 5
l&m / ���(�[���!�v�L>�2;¢��(���(,L� /}. ��2��#2�� )f. �!���$�LE . �#� * "=� ) �H%+�!���$,gMd�n� . ,E ) �7�!��2 )�. �<"�2�3�E�2#� * �!�&�����!2��72�£(� ) ����������2�,�3&�(� ) � k ��5 3=5#%K2 / M��
� . 1��o�cMd� /}. ��2#��2#� ) Mf2;��� �!��� )�. ��� . �������x�@2#� . �!2�,�3q�LE . �#2#� * %
�!���(,WMd�&�J���L� ) �0�����
��,��0Mf��2��J�a2 ) � .�) 2��(��������������E��!��5 Q )
. ��� ) E��#�$%����������!2�3�2�, . �S����2;���(��2#��,0M .�) ,��v� O , . � k Md��3��(� . ,��$M
����2#�!�(��2���,�p � !+* ?-, ��2 / �(2#�!���$� � 3�2�1�� )t. "=�(�B�!�$� . �������x�@2#� . 8

�!2���,K%@���d2 /.��/ "10 = � . ,�> � 2 ) � .�) 2#�$�U���7�(������E@���Hu�% / ���dMf��2��J��!���0�(� .�)!) � / ���@�!2�� . � /}. ��2#��2�� ) 2 ) , . �!���[M��$�$5 � �&� . ,��!�$�=� . �
�!��2 ) �����+�(�$>@E��!�`E�,���2#��Md�`3��(� .IO , . ������2;���(��2#��, / ����Mf��2��J���!���$�!�
2 ) ��,�� * ��,��I���@��2#� . � /}. ��2#� * 5
m ��2 ) ��� .�) ��, . "��#���!�4�!�H��E�2#���n�!� . �`�����D���(� . ��2#��, � !�� ) ����E���>
"G��2�,+1 . �!2 . ,=�������(� . ��2#1����!��, . ��E�� . �L3��(�������!��2e� )B* ���������!2�� ) %[2F5 ��5�%
) ��2 / �!8�%��!��� . ��2#��,@8 . ,�> ) � . �#�(8^2�,+1 . �!2 . ,L�H5
r`�[Mn%@Md� . �!�I��� . > *�/ ��������� / ����� . �h>@� O ,�2#�!2���, ) 5

2436587�9�:;9�<=7?>=@BA ?O; � � Y CW? Ad:B9c:�; ?�CQ?GZ eEDGF A � ¾B³[±§¼�� ´ �~±}¶ ´ �[�
·��[¼7±§�²µ UB\ ?IH5?KAd: A-N>AJH�9 RKF � LdN�AFRcR�N PS:JI ;T9 Ld:�E LON�;>=�?-;LF X�?
BM�i� cO'G�vp}�d� � u 3 
�
�
 3 ���Uc '8�Lp��X� � u H U \^=@?GZG? ' � pN�+u AdZK?OC 9QPO?G:
Ad:@AdRKFJ;T9>IGAdR�N PF:JI ;>9�LO:�E[U Ad:3V � � ��
�
�
��%� � AdZK?�AFZ Cd9_;>ZGAdZRFTScZK?KAFRKU
IGLd:�E ;_Ad:�;_E eWV5?-E(AXF ;>=�AD;5A EG?O; 9YE ³��N� ´ �J³ CXF ;>=�9 E N>AJH 9cRKF
� 9 N�9T;_E�CQLOZ VW?HZ IKLO:�E 9 E ;TE	LON�X�9 ?OIG?KE VW?GE[I Z(9 CW?OV+C'F+?ZYQP AD;>9�LO:�E
'�p��X� � u�� Y U3\^9_;>= ' F � e
2436587�9�:;9�<=7\[E@ DGF Ad: ¶JÂG�^±§¼��v�²±§�Fµ$���~±§�»�(�~±}¶ ´ U�\ ?BH5?[Ad: A ;>ZGAd:�b
E 9T;T9�Pd?�ZG?GRYAD;>9�LO: ! LO: ;T=@?^EG?O;JLONDAdR R � b V 9]H5?H:�E�9�LO:�AFRSN>AJH�9 R 9 ?KE e#V ?
EHAXF ;T=�AQ;^A I Z(9T; ?HZ(9 Ld: 9 E � ´ �[� 9cN ;>=@?GZG?�?%^Q9YE[;_E Ld:@? Ad:JV LO:DRKF	LO:@?
¶�Â��F±§¼��[� N>AJH 9cRKF US9 e ?de U2A N>A�H 9cRKF �O"1$X& NTLOZ \^=D9TI`= ( �Wp �O"1$X& !_�7u e
V5?%E(AXF ;>=�AD;�A I Z(9_; ?HZ(9�LO: ! 9YE �<M+± ·J�^¾ S>IKLOZ(Z e U ��¶[�»�[�^±}¶ ´ ¾ AF:JV �����v�#�(¾
9 :`PKAFZ 9 Ad:�;�U 9 N�NTLOZ ?�PO?HZRF	; \ L]N>A�H 9 Rc9�?GE � Ad:JV � U � !_� 9]H8X�R 9�?GE
a � !baO� Ua\^=@?GZG? a � 9 E�A E =D9cN ;!ScZKLW;_AD;>9�LO:JU^E[IHAdR 9 :cCdU LdN�;>=@?
N>A�H 9 ReF � e
fhg 3i< k 3ij V  � [Z\%dV¥¤+](ZQ@{p � ��XLu<¿K�(� ! .J�&�k� ´ �v��¶�Â��F±§¼��[�;±§�Fµ
�(�~±§�\�(�~±}¶ ´ �XM@±N��M�±e���<M@± ·J�F¾-lK��¶[�»�[�^±}¶ ´ ¾-lS� ´ ³����J�[����¾»± ´ �x�v�~±}� ´ ��l_� ´ ³
�#�(� �O"1$X& .J�
�;M�� �J¶[�~�!���^Â�¶ ´ ³[± ´87 ¶�Â��F±§¼��[�_·��[¼7±§�²µ ¯ �DM�� ´ l��;M��
.J¶[�!³����4¶B·����[�(�~µT�(���I³���� ´ �J³�.(µT�;M+±e�`·��[¼7±§�²µ � "1$X& ��¶ ´ �~±e�~�}��¶c·
�~�F���[± 7 M+�d�²± ´ �D± ´ �»���~�[�[�²�<� ´ ³ ��±§����¹@�#�v�<�[���~� ¯
6���� � ��� . ,�> � � ��%_Md� . � ) �T3������ * �=�$�!"G��� .�) %K� . � . "=��� .�) %
. ,=>4�$�#��2#� ) � ) V ���xZ\5
Q ) 2#��2�� . � )!* ��������� * 8\" .�) �$>����@�!2���2#£ . �!2���,��!�$�J��,�2��LE���� . ,D"=�

E ) �$><�!� O ,�><�!���t���@��2#� . ���!�$�J��,�2��LE�� / ��� ) E�"�>@2#1+2e>@2�,�3n"=�x�@� ) 2#,
2�,����(��1 . ��� . ,�3��T� ) ��2#� . ��2#��, . ,=>W2#,L���(��1 . �����@�!2���2#£ . ��2#��, in) �$��%
��5 3�5�%'V �@]�Z\5
O ¯ Á��x�(�Dº=�^¹�³[±}����\iOf�~±}�F· � �x�(�~�H±}���
� 5#] Q , . � * £$2#,�3 *����B����, m � . 3�� )
���� . "G�[1�� . ������� . �J�
� .�) "G�(�$, 1��(� * ���(��� / E���2�,o����� . E@���v8

� . ��2�� . , . � *@) 2 ) � / �����B����,T2�� . 3�� ) V ���xZ\%SV ��]�Z\5d�@�=�H��2 O � . �#� * %��!���
. "G�[1�� )!* ���7�(�!� * 8^" .�) �H> . ������� . �J�g���$�#� ) 2�,o��� .�)�) 2 /�* 2#,�3��!� .�) �
p�" . ���G%G��� . 1�� ) %G���J�v5¥uT2�,o3�2#,�,��$>
�(�v�B����, . ,�>T2�, �(� .�)!) 2 /�* 2�,�3�2�,@8
) �$�~� ) " * �!���$2#� ) � . �=� ) 5f���� )B* �������!� *g. ������� . �J�0�$, . "��#� ) E )
,����:��,�� * �!� O ,�>D�!���f���@��2#� . � ) � . �G� ) %v"�E�� . � ) ���!� O ,�>D�!���f���@8
�!2�� . �P3��(�����(�!��2��7�J� . � . ���!�$�!2 ) ��2�� )`/ ����>@2 ) ��2#,�3�E�2 ) ��2�,�3&"G���cMd�(�(,
>@2#¢G�$�!�$,L� ) � . �=� )�. ,=>?>�2;¢��(���(,L� ) 2#£$� ) � / ����� )�. ��� ) 2�£(��54����
)�. ��� )B* ��������� *&. �����!� . �J�4��� . > ) �����!���7����,�����E ) 2#��,g��� . �t�!���
�����!2�� . � . �����!�x�@2�� . �!2���, ) �!� ) 2#£$� )d/ ����� . 3��$���������!2e�`������3��!� ) 8
) 2#��, i �!��2 ) ����,�����E ) 2#��,42 ) 2#,03��+�@> . �(�(���J> . ,��(�tMf2#�!�g�!��� . �~��E . �
2�, ) �H�~� ) 2#£$� ) 5

� 5 �q� . � / 8�
��J>@�(� ) � / R . 3�,�2;��E�>@�
Q ) 2#��2�� . �q3��(���7�(�!��2�� ���!��3���� )�) 2���,���� ) E��#�q���@��� . 2�, ) Mf� * %

Mf���$,?�G�(��������� . �����(�!E�>���� ) �!2�� . �!� ) %K�!��� *o/ �$�(�U�(��� / ���!� . "��#�
�J���+� ) 2�,�3�"G���cMd�(�(, . �#�!�(��, . �!2�1�� ) Mf��2��J� >@2;¢��(��" *T. � . � / 8\���J>@�(�
� / � . 3�,�2;��E�>@�9p���5 3=5#%dM��$�!�g�!���(���?]HY�Y�%� �Y�Y�%����T]�% Y�Y�Y
�G�(�����#�
2�,o�����������[M`>�u~% . ,=>o��� )�) ����� / ���B� . "����D� . �+2�,�3 . �J����2��(�<��, .



�������
>@��� . 2��#�H> ) � . ����%dMf2;��� O ,��(�43�� . ,+E���� ) %U���4��, . ��� . � ) �$�
) � . ���
p���2����
]HY�Y0����]�% Y�Y�YLu�V;]��[Z\5g���2 ) �$�7��2#��2�� . � /}. �~�D2 ) >�2 ¨ 8
��E��;�����n���@��� . 2�,<Mf2#�!��2#, ) � . ,�> . �J><E�,����$�B� . 2�,L� *�/ ����� . ��2 ) � ) �#2����
/ E�£$£ * ����3�2�� i�) �$��%@��5 3=5#%'V  �](Z^5

� 5   Q , . � * £$2#,�3����$� ) � . ��2 . �3� . � . mBm
*�������E@���(�������@��� )!) 2#,�3�� . ,�>@� .�) ��2�� . ��� * 2��������[1��d�!���`�LE . �#2#� *

� /t. ,�2�� . 3�� . ,�>A�����4���(��2 . "�2��#2#� *9. ,�> . �(�(E�� . � * � /t. ) � . �!2 . �
> . � . " .�) ��5 Q � . ��3��f2�� . 3��7p}> . � . " .�) �HuP>��L� ) ,��v��� .�) 2#� *7O ��2�,L�!�
�!��� ��������E@�!�$�4���(����� * % ) ��Md�
�����@��� )!) 2#�g" * >@�[Mf,���� . >@2#,�3
��2��$�(� ) � / �!���I2�� . 3���5>� . �J�g>��[Mf,��#� . >@2�,�3n� . ��� )�. ���v��� / �!2�����%
) ��%��!� ) �=�$�$> E��
�������(,L�!2��!�7�����@��� )�) 2#,�3=%�M��7�DE ) �IE ) � .�)�/ �$M
��2��$�(� )f.�) �G� )�) 2#"�����5
R . , * . �#3�����2;����� ) / ��� ���!�@��� )!) 2�,�3�2�� . 3�� ) . ,�> ) � . �!2 . �

> . � . " .�) � ) ����, ) 2 ) �`� / �����7� . ��2#,�37������1 . ��E�� . � . �(�(�!� . 2#, ) � . 8
�!2 . �+���@� . ��2#��,DMf2#�!�71 . ��E�� )_. �P,�� . ��" * ���@� . ��2#��, ) 5K6���� ) E��J� . ��3��v8
��2;����� ) %[Md���DE ) � ) �$�#�H�~��p}�=� )!) 2�"�� * �[1��(��� . ����2�,�3Lu ) E�"@8\2#� . 3�� ) 2#,
) E��J� . M .x* �!� . � / ���t� . �J�0�G��2�,��H%�2#� ) ,��$2#3��L"G�������+�@> p}� / 3�2�1��$,
� . >@2�E ) uU"G�(����,�3 ) �!� .�) 2�,�3��#� ) E�"@8^2�� . 3���5 m ,?V  [Z\%@Md� / ���!�<E�� . �!��!���4�����!��� ) �=��,�>@2�,�30���@��2#��2�£ . ��2#��, ���!��"��#�$� 2�,A���!�H��2 ) �7���(��� ) %
. ,=> ) ���[M�p�2�,�3��+�@> . �(�(���J> . ,��(��Mf2#�!������� . "=�[1��d���@�!2���2#£ . ��2#��,
��� ) E��;�~uU�!� . �d�����I���@��2#� . � ) E�"�8^2�� . 3�� )�) ����E���>g"G��"G��E�,�>@�$>0" *
) �!� . 2�3��L�f�#2�,�� ) ���`��2����(E�� . � . �J� ) 5

� 5 X Q , . � * £$2#,�3����$� ) � . ��2 . �3� . � . mBm!m���(� ) � . �!2 . ��> . � . " .�) � ) � / ���(,q�(��,L� . 2#,9�$�!����,��(��E ) ��� .�) E�����8
���(,L� ) 5P6���� ) ���7� ) E��J��> . � . " .�) � )P) E��J� .�) 3�� . 1+2#� * > . � . " .�) � ) %
�!�����+,��[Mf, ���(�!���@> ) � / >����!�H�~��2#,�3T�$�!����,��(��E ) ��� .�) E��!�$���(,L� )
� " .�) �$>9��,��!�$3���� )�) 2���, . , . � *@) 2 )I� >@�o,����<Md����� Md�(���^5 Q )7.
��� ) E��;�H%����4����� . , ) E=�J�
> . � . " .�) � ) %=���@�=�$�B� ) E ) ��� . ,+E . �K�������@8
�@> ) Mf��2��J� . �!�n1��(� * �!2�����8»����, ) E��72�,�3=5 m ,�V¥¤[YvZ^%=M��D���!���=� ) � .p�, . �!E�� . �eu:�<E��#�!2��!� ) ���#E@��2#��, . �Sp����+� . ��2#£$�$>�u_1��(� ) 2���,�� / ���(3��!� )!) 2���,
. , . � *+) 2 )S.�)_. �!�H�J��,�2e��E�� / ��� . E@�!��� . �!2e�d����� . ,�2#,�3=5_�+�G�$�(2 O � . ��� * %
Md� ) E�"�>@2#1+2e>@�7�!���7����2�3�2�, . �_2#� . 3��72#,L�!�0£(��,�� ) % . ,�> . ����� * ����8
3���� )�) 2#��, . , . � *@) 2 )�) �$� . � . ���(� * Mf2#�!��2�,4� . �J��£$��,��7p���,��!������2�3��@8
��� ) ����E@�!2���, ���(1��(�§u . ,�>j"=�(�cM��$�(,�>�2;¢��(���(,L�&£(��,�� ) p���, . �#�[M�8
��� ) ����E@�!2���,0�#�$1��$�eu�5
m ,{����2 ) ��� *@) 2�� . ��������"����(�&%�, . �!E�� . �d���$�LE�2����(���(,L� ) ��� . >��!��!��� / �����#�[Mf2�,�3����@��2#� . �#2#� * ����2#�!�(��2���, / ��� ) �(���$�~��2#,�3�£(��,�� )$k ��2�,@8

2��72�£(2�,�39�����o£$��,���� ) >@2 . �������(�op��!� . �0>@� ) �(�!2�"=� ) �����
1 . ��2 . ,����
Mf2#�!��2�,��!���t£(��,��Hu_E�,�>��(��3�2#1��(, . ��� . p§��� . �d>@� ) ����2#"G� ) �!���f,+E��78
"G�(��� / ��� .�) E��!�$�7�$,L� ) Mf2;����2�,A�!����£$��,�� ) u�5������� ¨ ��2��(,=� * � /
�!���t��� ) E��;��2#,�3D�����!2�� . ��£$��,�� ) 2 )U) ���[Mf,���,��!������� . �������t� / �!���
3�� . 1+2;� * > . � . " .�) ��%xMf���(���U��E�� . ��3�����2#�!��� ,��v�:��,�� * >@�(�!�$���!�H> . �#�
�(������,��$��E ) ��� .�) E��!�$�7�$,L� )I/ ��E�,�>9� . ,+E . �#� * " * �!���4���@�=�$�B� )(i %
"�E@��2#� . � ) ��E�,��(�[1��$�!�H> ) �(1��(� . � ) E ) ��2e��2���E ) �=��2#,L� ) ��� . ���!�������+8
�G�(�!� ) �[1��(���#�+�����$>h5

� 5 �qr`��,@8 �t� ) ���!E����!2�1��nS� ) �!2�,�3 mBm
Q ) � . ,=> . �J>�M .x* � / >@�����$���!2�,�3 /}. E��;� ) 2 ) �!�t�7� .�) E���� . ���$�B� . 2�,

�LE . ,L��2;� * � . �<>@2#¢G�$�!�$,��<�=��2#,L� ) ��,A����� . , . � * £$�$>A��� . ����% . ,�>
�!�?��� .�)�) 2 /�* �����4�G��2�,L� .�)n/}. E��;� * 2 ) Mf���(,��!���g1 . �#E����{� / �!���
��� .�) E����$>0�LE . ,L��2;� *0. ���!��2 ) �G��2�,L�t>@2#¢G�$� )d/ ����� �!��� . 1��(� . 3�� �
� / ��� .�) E����(���$,������ ) E��;� ) " * ���������!� . ,4�cMd�������!���!�$� � 5

�d.�) �H>D��,7�!���`��� ) E��#� ) � / ��� .�) E��!2�,�3 .n) 2�,�3��#�`�LE . ,���2;� * p���5 3�5�%
E��#�!� .�) ��,�2e� ) 2�3�, . �eu�%hM��7� / ���(,?��2 )�)I) ���7� /}. E��;� ) 57K�&2��7���!�[1��
�!�����LE . ��2#� * � /+/}. E��;�:>@�����$���!2���,'%x2#�S2 ) ,��H��� )�)�. � * �!�`��� .�) E��!� ) �(1L8
�(� . ��>�2;¢��(���(,L�D�LE . ,L��2;��2#� ) % . ,�>A�����D"�2�,����������!� ) E��;� ) � / �!��� ) �

��� .�) E����(���$,�� ) 5 Q , . �!E�� . ��2�>@� . 2 ) ��� ��� .�)�) 2 /�* �!���0�G��2�,�� .�)
/}. E��;� * 2 ) ��,��o� / �!��� ��� .�) E����(���(,L�4>@�(�!�H�~� )0.A/}. E��;�H5 �`�[M�8
�(1��(�H%v��,��d� / �����f��� .�) E����(���$,�� ) � .x* "=�f�$�!����,��(��E ) %[Md�fM���E��e>
� . �!���(�U�(��, ) 2�>��(� . �G��2�,L� .I/}. E��;�U���@� . �!2���,�2 /K. �U��� .�) ����,��`�v�����(�
��� .�) E����$><�LE . ,L�!2#� *D. �_����2 ) ���:,�� . �!" * �G��2�,L�:2�,�>@2e� . �!� )P.t/}. E��#�$5
m ,��v�!���(�PMd���J> ) %v�!�n2��7���!�[1��������t�LE . �#2#� * � /=/}. E��;�d>@�����$�~��2#��,'%Md�0���(��� . ���g�!���T���!2�3�2�, . ���G��2�,L�B8\" * 8\�=��2#,L� . , . � *@) 2 ) " *{. ,��$M

���������@>qMf��2��J�b2#,+1�����1�� ) ��2�3���8^��� ) ����E@�!2���,q����E ) ���(��2#,�3�5 � ���(,
�!���������!��� ) �G��,�>@2�,�3f,��$2#3��+"=���!���+�@> )'. �!� ) �$�#�H�~�!�H>n2�, . ,n���@�!2�� . �
M .x* %+�!��2 ) �!�$��� . ���$�7�$,L�`2#,�>��(�$>02������!�[1�� ) �����D�LE . ��2#� * � /:/}. E��;�
>@�(�!�$���!2���,9V � �[Z\%'V �v©[Z\5
Q / E��!�!���$�D2��7���!�[1��(���(,L�n2#, /}. E��#�<>@�����$���!2���, ) ������� ) Mf���(,

Md�P�!��� . �K�!���U��� *@) 2e� . �#� * >@2;¢��(���(,L�K�G��2�,L� ) ,�� . �'�����U��� . ����� ) �H>@3��
.�)U. >@2;¢��(���(,L�U£$��,���% . ,�>���� .�)�) 2 /�*<. �G��2�,L� .�)P/}. E��#� * ��,�� * 2 / �!���
�����!��� ) �G��,�>@2�,�3
1 . �#E��g�W>@2;¢��(� )D/ �!��� �!��� . 1��$� . 3�� ��� Mf2#�!��2#,
�!��2 ) £(��,���" * ����������� . ,A�cMd�
�����!�����(� ) � . ,�> . ��>A>@�$1+2 . �!2���, )
� � ��� .�) E����$>bMf2#�!��2�,W�!��2 ) £$��,�� ��5 m ,W�v�!���(��Md���J> ) % .?/ E��!8�!���(�D2��������[1��(���$,��n2�, /}. E��#�7>����!�H�~��2#��,�������� ) Mf���(,9Md� ) E��@8
�����(���(,L�f����� . "G�[1�����2#3��@8\�!� ) ���#E@��2#��,����$�J��,�2e�LE��I" *4. >�>�2;��2#��, . �
���[M�8^��� ) ����E@�!2���, ) E�"�>@2�1+2 ) 2#��,&2#,L�!��£$��,�� ) 5

� 5 � � � * �Md���@2#3�� .
m ,��!��� . "=�[1������ . ��������% . ,�>�2�, ) � . ��2 ) �!2e� ) 2�,�3��$,��(� . �^% . �cMd�v8

) 2#3�� . ����2;���(��2#��,?2 ) E ) �H>h5o����g,������ . � ¦ E ) ��2 O � . ��2#��, / ���D�!��2 )
����2#�!�(��2���,�2 ) �!� . � / ��� ��� �@%L�!���I>��(�G�(,�>@�$,������ / �!����������" . "�2��;8
2#� * ���D"G�t��E@� ) 2�>��`�!��� � c � 2�,����(��1 . �SV � + � c � � �Z3 � c � Z���,��!���
p�E�,��+,��[Mf,=uP���!��" . "�2���2;� * >@2 ) ���!2�"�E@��2#��,�2 ) �!��� ) � . �#��� ) �$5 m ,oV ���[Z^%V �v [Z\%vMd�f�����[1L2e>@� . �!���$��������2�� . ���(�+��� . , . ��2#��, / ���:�!��2 ) �$�7��2#��2�� . �
/}. ���$% . ,�>4�!�+E ) % / ���������Ty�� � z7�(�!2#�!�$�!2���,K5
6����S�!� . �$%xMd��� . ����2#,L��������, ) 2�>@�$� . �!2���,��!��� /}. �~�K��� . � . , . �!"�2;8

�!� . � * ������" . "�2��#2#� * >@2 ) ���!2�"�E@��2#��,9� . ,?"G���!�$���!� ) �$,L�!�$> .�) �:p���u~%
Mf���$�!���W2 ) ,����!� . ��� * >�2 ) �!��2#"�E@�!�H>h% ) �������A�J����2e��� � /<. >@2 ) 8
�!��2�"�E@�!2���,�2 ) �H��E�2#1 . ���(,L�g�!�q�!���9�J����2��(�o� /D.{/ E�,����!2���, �:p��Gu�5
Q , )B* ��������� * 8\" .�) �$> . ������� . �J� ) 2��72�� . ���!����������,�������� ) �(,L�!�H>
. "G�[1��7��� . > ) �!�0�!��� /}. ��2#� * �:p}�Gu�� �	�K% . ,�> / ���I�!��2 )I/}. �72�� * %
2�,��!���g1+2e��2�,�2;� * � / ,������ . ��>@2 ) ���!2�"�E@��2#��,�p�Mf���(,�
 � ]Hu~%��!���
) � . �#��� ) �`>@�(�G�(,=>@�(,��(�n��,�
92 ) 2#,=>@�(�H> . �B� . 2�,��$> / ��� �� �@5
� 5¥¤ Q �(E���E�,=�~�!E��!��s:��2#,L� )
���� . "G�[1�� . ������� . �J�q�!��>�� ) ����2#"�2�,�39���@�!2�� . � ) � . �G� ) � . ,

"G� ) E��(�(� )�)c/ E��#� *W. ������2��$>a��� O ,�>�2#,�3 . 3��L�@> . �������x�@2#� . ��2#��,
/ ���D�!���g�#�@� . �!2���,9� / �!��� . ��E���E�,����!E����4�G��2�,L� ) %_2^5 ��5�%_�G��2�,L� ) 2#,
Mf��2e�J� . ��E���E�,����!E������!��� . �����(,L�f2 ) �����n��� ) �f� ¨ ��2��(,L�DV X��[Z\5

� 5 �bS�[M . ��> ) 
��@��2#� . � m � . 3��B*���������� )�) 2#��,
m ,g����� . "G�[1��I2�� . 3��I�����@��� )!) 2#,�3<������"��#�$� ) %�Md�I���!�@�(� )�) �!���2�� . 3�� .�) 2#� . ���=� . � ) 5 m ,�� . , *7) 2#�!E . �!2���, ) %�Md�`�DE ) � ) �!���!�`�!���2�� . 3�� / ��� / E@�!E��!�`E ) ��% . ,=>7�!���$�!�f2 ) ,������(,���E�3�� ) �!��� . 3�� ) � . ���

�!� ) �!���!� . �����!���n2#� . 3�� ) % ) ��Md�I,��(�H>4��������������� )�) �!���n2#� . 3���5
m ,4���!���$� ) 2#�!E . �!2���, ) %������(����2 ) ,��v���(,���E�3���" . ,=>@Mf2�>@�!����� ) �(,�>�!���n�(,L�!2��!�I2�� . 3���% ) � . 3 . 2�,'%@���������!� )!) 2���,42 ) ,��$�$>@�H>h5
m ��2 ) �����[1��(,��!� . � O ,�>@2�,�3o�����&���@��2#� . ���(��������� )�) 2���,{� /�.3�2�1��$,�2�� . 3���%�"=�02#� . ,������!2�� . ���#� )!) �#� )!) ���������!� )!) 2���,9��� . ,

�����!2�� . ����� )�)B* �(��������� )�) 2���,7Mf2;��� . 3�2#1��(,7"=��E�,�>7��, . �#���[M . "����
��� )�) � / 2#, / ���!� . �!2���,'%G2 )�. �(������E@� . ��2#��, . ��� * >@2 ¨ ��E��#�n���!��"����(�
V ���[Z\5��+2�,����IMd��� . ,�,���� O ,�>������I���@��2#� . �'����������� )�) 2#��,'% . , . �B8
E�� . �=2�>@� . 2 ) ���D����, ) 2�>@�$� ) �(1��(� . ���(��������� )�) 2���,����$�J��,�2e�LE�� )�. ,�>
O ,�>?������"G� ) �D��,���5g�����������"����(� 2 ) ���
�LE . ,L�!2 /�* Mf� . �
yB�!���



"G� ) ��z��7� . , ) %[� ) �G�$��2 . ��� * 2�,������ ) 2#�!E . �!2���, ) Mf���$,DMd�U� .x* � . 1��
) �(1��$� . �=�G� )�) 2#"���� . ������2e� . ��2#��, ) � / �����n�����7���!� )!) �$>�2�� . 3���% . ,�>
) 2#,��(��Md��>���,����S�+,��[M9Mf���$�!�d��� . �~�!� * �!��2 ) 2#� . 3��UMf2����L"G�dE ) �H>h%
2#�d2 ) >�2 ¨ ��E��;�d�!�7��E . ,L�!2 /�* �!���I�LE . ��2;� * � / �!���I�����7���!� )!) 2#��,'5 m ,V �v [Z\%`V X�©[Z\%:M��0����, ) 2e>@�$�D�����4���@�!2�� . ���J����2e���g� / �LE . ��2#� * ���(�B8
��2��0��� ) � . �����������!2 . ��� / ��� . 3�2#1��(,q���!��"����(�&5W6S2�� ) �H%UMd�0E ) �
.�) 2#��2�� . �B8\" .�) �H>4���@�!2���2#£ . �!2���, . ������� . �J�4��� O ,�>&���������@�!2�� . �
/}. ��2�� * � / �G� )�) 2#"����4�LE . �#2#� * ���(�!��2�� ) p�Mf��2��J�A��E��!, ) ��E��D�!�o"=�� � 8\�7�(�!��2�� ) u�% . ,�>0�!���$,'%GM�� O ,=>��T" .�) �$>&��, .�) �G�$�(2 O �n������"@8
���(�&5

� 5 ©bs . �!�!�$�!,&R . �J�J��2�,�3
m ,T� . , * ��� . �;8\�#2 / � ) 2;��E . ��2#��, ) %=M�� . ���n2#,L�!�$�!� ) ���$>&2�, O ,�>@2�,�3�!���7�+,��[Mf, � . �!�!�$�!, 2#, . 3�2#1��(,
2�� . 3���5D6����I��� . ��������%h2�, �!���

. , . � *+) 2 ) � / 3��(� ) � . �!2 . �_> . � . %GM��<� .x* "G�<���+���+2#,�3 / ���I���$�B� . 2�,
3��$����� *@) 2�� . �:� . �!�!�$�!, ) 2�,�>@2e� . �!2�1���� / % )�.x* %'����� ) �(,=����� / M . �!�$�$5
m ,AV;]HY[Z\%'V;]x�xZ\%�V#]$ vZ^%'V#](X�Z^%'V ���[Z^%hV¥¤ �vZ^% .7) 2���2#� . � )!* ���7�(�!� * 8^" .�) �H>�����!2�� . �#2#� *�. ������� . �J�<2 ) E ) �H>7�!�D>@�$1��$�#�������@��2#� . �G6:6_d8\" .�) �H>
�!�H�J��,�2e�LE�� )�/ ��� ) E=�J�g� . �J�J��2�,�3�5

� 5#]HY ��E . � . ,L�!�$�$>���E . ��2;� * � ) �!2�� . �!2���, / ��� Q �������x�@2#� . �!�(� *��2�1��$,&� *+) �!�$� )

�E�� O , . �h�(� . ��������"���2�,�3<E ) " . �J�����D�����n����2#3�2#, . �G���!��"����(�

� � / �LE . �#2#� * � ) �!2�� . �!2���, / ��� . , . �������x�@2#� . ���(� * 3�2#1��(, )!*@) ���(�&5
� * �������!� * 8^" .�) �$> . ������� . �J�q� . ,q���(���{2�,a>@� ) 2#3�,�2�,�3o���@�!2�� . �
���������@> )S/ ��� ) E��J�D�LE . �#2#� * � ) �!2�� . �!2���, / ���K����� ) 2#�!E . �!2���, ) Mf���(,
�!��� )B*@) �!�(� 2 ) �!��� . ���$> .�)�. y!"�� . �J��"G�x�@z�% . �#�[M�8\��� ) ����E@�!2���, . �@8
�����x�@2#� . ��2#��,��!�7�����I����2#3�2#, . � )B*@) �!�(� 2�,0Mf��2��J�0Md� . �!��,��v� . �;8
���[M��H>n�!��E ) �U��������2�3��@8\�!� ) ���#E��!2���,D>@�(� . 2#� ) V �vXvZ\%�V �+¤HZ\5 m ,7� . �!�!2e�~8E�� . �H%=2�,{V �[X�Z^%_V �+¤HZ\%�Md�<>@� ) �(�!2�"=�D�7�@>@2 O �H>
RT��,L����8�* . ���#�����$�J�@8
,�2e�LE�� ) Mf��2e�J�o�����[1+2�>��DE ) Mf2#�!�?1 . �#2e> . �!�$>o�!� ) E��;� ) �$1��(, Mf���(,
Md�<>@�g,��v���L,��[M������D�(� . �~��1 . ��E�� ) � / �!��� ) � . �!2 ) ��2�� . �S�J� . � . �~8
�!�$�!2 ) �!2e� ) � / ����� )B*@) �!�(� � ��,�� * 2�,L�!�(��1 . � ) � / �G� )�) 2�"�����1 . ��E�� ) � /
) E��J�0�J� . � . �~���(��2 ) �!2e� ) 5

ï�¬�ð´ñêò}ómôÝõpöÝ÷#ø?ù�ó@òÝôÝõ�ùkúÝû�ó&�k� �uö(ùÝûÝÿ(üêôÝùb	Ä÷uûkøNùkú}õpúK«û�ú}ý���ù_«�õ�ÿ_�����¼öÝõp÷�����ªa÷uövªaõp÷
	
®�¯ �t�J�[��¶ ´ ± ´87 � ´ ³<¿S¶ 7 ±N� \tº=¹]�I�J�~�J�(�~��� ´ ³����!¶S.(�#�(¼D�
RTE��#�!2��!� ) ���#E@��2#��, . � . ������� . �J�q� . ,q"=� . ������2#�H>{,�������,�� * �!�

�!��� )B*@) �!�(� ) �����(� ) �(��1�� ) %I"�E@� . � ) �{���a�!���AM .x* Md�?��� .�) ��,
. "G��E��f�!��� ) � )!*@) ���(� ) %�2F5 ��5�%������!���4�#¶ 7 ±N�t� / �LE�� . ,&�!� .�) ��,�2�,�3�5
�+�G�$�(2 O � . ��� * %�2�,T� . , *0. �!� .�) p}�7�H>@2e��2�,���%=3��(����� *@) 2e� ) %���2#��2#� . � *
>@�H��2 ) 2���,@8\� . �+2�,�3�%[�(���v5¥u~%v�!�����LE . ��2#� * ���@�G�(�!� ) � . ���d3��+�@>D>��$��2#8
) 2#��, ) %+"�E�������� * � . ,�,����d� . ,�>@��� . ��� ) 2;��E . ��2#��, ) 5 m ��2 ) �����(��� / ���!�>@� ) 2�� . "����g���92#,=�������G��� . �!�g�!���(2����+,��[Mf�#�H>@3��&2�,L�!� . >@�$�(2 ) 2���,@8
� . �+2�,�3���������E��!�(� )!*@) ���(�&5
�P�@�=�$�B� ) >�� ) ����2#"G� �����(2�� �+,��[Mf�#�H>@3�� " * ) � . �!�$�7�$,L� )( �*��
�
�
�� ( � p���5 3=5#%U" * 2 / 8^�!���$,{��E��#� ) u�5 �P�@�G�(�!� )7. ���4� / ���(,q,��v�

]$Y�Y�� ) E��!� . "=��E@�D����� ) � ) � . �!�(���$,�� ) ( � i ����2 ) E�,��(�(�!� . 2#,L� * 2 )
>@� ) �(�!2�"=�H>
" * �����4�~¹�.�(�I���^±§�x�IÂG�!¶ .J�S.(±§�²±§�F±}�����=�Ip}>@�$3����(� ) � / "G��8
��2#� / %P������5 u Mf��2��J�{���@�=�$�B� )D.�)!) 2#3�,A�!�T�����(2�� ) � . �!�$���(,L� ) 5o����
����,�����E ) 2#��, �|� /�. , ���@�=�$�B� )!*@) ���(� ,������ . �#� * >@�$�=�$,�> ) ��,
) �(1��$� . � ) � . �!�(���$,�� ) ( �c5�6�������� . ��������%P2 / Md�g� . ,b>@�$>@E=��� �
�(2#�!���(� / ����� ( ^ . ,�> ( ��%f��� / ����� ( � %������(, �!���
1 . �#2e>@2#� * � /�C2 ) �$�LE�2�1 . �#�$,L�D�!�o�!���01 . ��2�>�2;� * � /t. � �+����� . ,������<"�2�, . ��2#��,
p ( ^�� ( � u�� ( ��5<�+��%����g� ) ��2#� . �!�<�!�������(��2 . "�2#��2#� * �_p��nu�� / �!���
����,�����E ) 2#��,'%dM��&�DE ) ��� ) ��2#� . ���&�!���T���!��" . "�2���2;� * � /�� �+����� . ,

�����D"�2�, . �!2���, ) 5 m ,g�!��2 ) � . �=�$�$%+Md���(��, ) 2�>��(�d�!��� ) 2#������� ) �f�=� ) 8
) 2#"���� � �+����� . ,0�����D"�2�, . ��2#��, )�. ��� ( � � ( ^ . ,�> ( � � ( ^ 5
m ,43��$,��(� . �^%��!���I������" . "�2��#2#� * �Sp ( ��� ( ^$uU� /S.�� �+����� . ,g�����78

"�2�, . ��2#��,7� . ,<� . ���f>@2#¢G�$�!�$,��P1 . ��E�� ) >@�(�G�(,�>�2#,�3n��,<Mf�����!���(� ( �
. ,=> ( ^ . ���D2�,�>@�$�=�$,�>@�(,L�n���I�����!���(� . ���$>h5n�+�=%=���g3������!���7������8
��2 ) �0� ) ��2#� . �!� ) � / ������" . "�2��#2#�!2�� ) � /�. �#�f�G� )�) 2�"����T����,=����E ) 2���, ) %
Md�<�<E ) �I�+,��[M ,�������,�� * �!����������" . "�2��#2#�!2�� ) �Sp ( � u�� / 2#,=>@2#1+2e>+8
E . � ) � . �!�(���$,�� ) %f"�E@� . � ) �9�����o������" . "�2��#2#�!2�� ) � /D. �#���=� )!) 2#"��#�
� �+����� . , �����D"�2�, . ��2#��, ) 5CS�a3��(� . ��� ) E��J� ������" . "�2��#2#�!2�� ) %I2;�
2 )g) E ¨ ��2��(,L�4���q>@� ) �(�!2�"G�?� � ���!��" . "�2���2;��2#� ) � / �!���?�����<"�2�, . 8
�!2���, ) (�� 
� � 
�
�
�� ( ���� %fMf���$�!��� �hF B 3 ��+ H % ( b �7� . , ) ( %
. ,=> ( a ��� . , )�� ( 5W����&��,�� * �(��,�>@2#�!2���,b��,q�!��� ) �T���!��" . 8
"�2��#2#�!2�� ) 2 ) �!� . �D�����(2�� ) E�� ) ����E��e> . >�>?E��9����]�% ) �TM���,��(�$>
�!�A>@� ) �(�!2�"=�T� � +�]&>@2;¢��(���(,L��1 . ��E�� ) 5 Q � * ��2�� . �d�+,��[Mf�#�H>@3��
" .�) ��� .x* �(��,L� . 2#,g�+E�,�>@���$> ) � /:) � . ���(���(,L� )$i 2#,4�!��2 ) � .�) ��%L�!���
1 . ��E��T� � +�]42 )7.�) ���!��,�����2e� . �#� * � . ��3���5 � �T� . ,�,���� .�) �9���+8
�G�(�!� )�. "G��E�� . ���t� � ) E��J�a�����D"�2�, . ��2#��, ) % ) �?2�,b� . , * � .�) � ) %
Md�7�<E ) ��� ) �!2�� . �!���Sp ( � � ( ^ u������Sp ( � � ( ^ u�" .�) �$>o��,�� * ��,
�!���71 . �#E�� ) �D� � �Sp ( ��u . ,�>��^$� �_p ( ^Hu~5�����(�������@2 ) �n� . , *
�G� )�) 2�"����
y . ,�>�z[8\���G�(� . ��2#��, ) �"! k V Y5�$]�Z � V Y5�$]�Z$# V Y]�(]�ZSMf��2��J�
�!� . , )c/ ���!�������`>@�(3��!�$� ) � � . ,�>%� ^ 2#,L�!� . ,<� ) ��2#� . ��� � ! p&� � ��� ^ u
/ ���'�Sp ( � � ( ^ u�5��+2#��2�� . �!� * %��!���(���t���@2 ) ��� . , * y!���Jz[8\���G�(� . ��2#��, )
Mf��2e�J�b�!� . , )B/ ����� >@�$3����(� ) ��������� . ,�>(�^&2#,L�!� . ,a� ) �!2�� . �!�
�*)_p&���	�+�_^$u / ���,�Sp ( ��� ( ^$u�5
R . , *�) E��J� ���=�$� . �!2���, ) � . 1��9"G�(�(, ) E��$��� )�)B/ E��#� * E ) �H>�2#,

/ E�£$£ * �#��3�2e� . ,�>?2�,����(���#2�3��$,L�D����,L���!��� iP) �(��%_��5 3�5�%�V ���[Z^%�V �v�[Z\5 m ,
) ��2;���<� / �!��� ) E��(�(� )�) � ) %=�!���(��� . ��� ) �!2����_� .v¦ �������!��"����(� ) Mf2#�!�
�!��� ) �n���G�(� . �!2���, )(k
l 6_2�� ) �$%G�!��� ) �<���=�$� . �!2���, )�. ����,��v�I�G�(� / �$�~�H5 m ,�>@�(�H>h% ) �����D� /�!��� ) �����G�(� . ��2#��, ) % . �;������E�3��T1��$� * , . ��E�� . � . ,=>&E ) � / E�� . � O � ) �
3�� . ,=����% ) �(�$���!��1+2#��� . �!�U, . �!E�� . �+�(��������, ) �(, ) ���!�H��E�2#���(���(,L� )(i
Md��Mf2����'3�2�1�� . ,0��� . �7���#�I� . �!�$�Ju�5
l �+�H����,�>h%@�����(��� . ��� ) ��� . , * >@2#¢G�$�!�$,����=� )!) 2#"��#�Ty . ,�>�zv8 . ,�>yB����zv8^���=�$� . �!2���, ) �!� . �K2#�K2 ) >@2 ¨ �(E��#�'�!�`��� . ,�2�,�3 / E��#� *�) �(���$���'��,��
� / �!���(�&5 Q , * 3�E�2e> . ,���� / ����>@�$�(�!� .�) 2#,�3<�!������� .�)�) � / �=� )!) 2#"��#�
���G�(� . ��2#��, ) 2 ) 1��(� * Md�(�e��������5

O ¯ �����[�(¶ ´ ± ´87 � ´ ³7¿K¶ 7 ±N� \�¸T¹@�²�^±§�!�~�(¶v�²¹@�F±}¶ ´ �v� ® Â�ÂG�!¶H���IM
m ,���E��P1+2��(Mf�G��2�,��H%v����� . "G�[1���������"��#�$� ) � / �!���f�(�+2 ) �!2�,�3n�#��3v82e� . �U�7�(�!���@>@���#��3�2�� ) �(������%K�!� . � . ��3����(�L���(,L�$% / ����� �!��� /}. �~�

�!� . �K��� ) � . ���J���$� ) � / �!�(,<�����<"�2�,���>@2#¢G�$�!�$,��_>@�(3��!�$� ) � / �(�(�!� . 2#,L� *
�!��3��(�!���$�$5 m ,A�!� . ��2;� * %h�!����>@�$3����(� ) � . 1�� . ����� . �I�<E��;��2#��� ) ����E@8�!2���, . �t�J� . � . �~���(�H% . ,=>q2 / M�� / E���� * � . ���&����2 ) �J� . � . ���!�$�72�,L�!�
����, ) 2�>@�$� . �!2���,'%+Md��� . ,g� . ��� . � . �!3���������3��!� )!) 2�, ) ���#1+2�,�37�!���
. "G�[1���������"����(� ) 5�'���SE ) �(�+��� . 2#,nMf� * ���@�=�$�B�_>@�(3��!�$� ) � / E�,����$�B� . 2�,�� *�. ���P�DE��#8
�!2���� ) ����E@�!2���, . �F5 Q ,o���@�=�$�B��� . �!�$� * ���!�[1+2e>@� ) E ) Mf2#�!�
,+E��<"=�$� )
>@� ) �(�!2�"�2�,�3g��2 ) �������(��>@�$3����(� ) � / E�,��(�(�!� . 2#,L� * 5 Q �7���!�7, . �B8
E�� . �SM .x*4/ ��� . ,T���@�=�$�B�t�!�g>�� ) ����2#"G����2 ) Ã[���(��>@�(3��!�$�n� / "=�$�#2�� /
2�, . �(�(�!� . 2�, ) � . �!�$���(,L��2 ) ���TE ) � . Md���J> / ����� , . ��E�� . �P� . ,@8
3�E . 3�� ) E��J� .�) yB��� ) ��������" . "�� * zn���<yB�G� )�) 2�"�� * z�% . ,�>������(,gM��
�!� . , ) � . ��������2 ) M�����><2�,���� . ,LE��D"G�(�H5_����$�!� . �!����,�� *�/ �(M ) E��J�
Md���J> ) % . ,�>0����� ) ��Md���J> )d/ ����� ���������[M�� ) �!8^��� ) ����E@��2#��,g���(1��(�'� /
�!���gE�,=���(�!� . 2#,L� * >@� ) ����2��@�!2���,'5 
�,9����2 ) ���(1��(�^% ) �$1��(� . ��>@2;¢��(�!8
�(,L� ) � . �!�$���(,L� ) Mf2;��� ) �#2�3��L��� * >@2#¢G�$�!�$,��:>@�(3��!�$� ) � / E�,��(�(�!� . 2#,L� *
� .x* "G�I>@� ) ����2#"G�$>�" * ����� )�. ���tMd���J> . ,=>��!�+E ) %���E����G�$>�2�,L�!�
.9) 2#,�3��#�T�(�#E ) �!�$�$5�K� . 1���2�>{�!��2 ) ��E�����2�,�3�%�Md�T� .x*{.�) � . ,
���@�G�(�!�<���A���!�[1+2e>@�4E ) Mf2#�!� . �7���!�&>@�(� . 2����$>{>�� ) ����2#�@��2#��,{� /



�!���D���@�G�(�!� � ) >@�$3����(��%=��5 3�5�%�" * E ) 2�,�3����H>@3��H>T�����D"�2�, . ��2#��, ) � /
Md���J> ) ��2#��� y ) ��2#3������ * ��� )�) ���$�B� . 2�, "�E@� ) ��2#�����!� .�) ��, . "�� * ���$�B8
� . 2#,=z�5:����t�������`>@�(� . 2�� ) Md� .�) ��%v�!���`�������f��2#3����(�!8\�!� ) ���#E@��2#��,
>@� ) �(�!2��@�!2���,0Md��3����H5
Q ,����!���$���=� )!) 2#"�2#��2;� * �!�9>@� ) �(�!2�"=�0�����T���@�G�(�!� � ) >@�(3��!�$� ) 2#,

,+E����(��2�� . �����(��� ) 2 ) �!� .�) �A�����T���@�G�(�!�7���9>@� ) ����2#"G�&��2 ) Ã[���(�
>@�$3����(� ) ��, .
) � . ��� / �����&% )�.x* %_Y0�!��]HY�5 � �g� . , ) � . �B�DMf2#�!�
. ���[M�8\�!� ) ���#E@��2#��, ) � . ����%G��5 3�5�%=Mf2#�!� .�) � . ���D����, ) 2 ) �!2�,�34� / ��,�� *
�cMd�g1 . ��E�� ) y * � ) z . ,�> y!,���z��!� . ����������� ) �=��,�> ) ���4������E ) �<� /
�!���4��� .�)�) 2e� . �fp§�cMd�v8\1 . �#E��$>�u�����3�2e�v5 Q ) Md��2#,��(�!� .�) �7�!����,+E��78
"G�(��� / �(���(���$,�� ) ��,&�!��� ) � . ����%GMd��3��(� . ��2�3����(�!8 . ,=>T��2�3����$�B8
��� ) ����E@�!2���,j>�� ) ����2#�@��2#��,'5 ��1��(,L�!E . �#� * %tM��?3��(�0��� . ��,+E��<"=�$� )
>@� ) �(�!2�"�2�,�3�E�,����$�B� . 2�,L� * 5
m ,D"G�v�!�7� .�) � ) %xMd�U3��(�_,+E��<"=�$� )_.�)_. ��� ) E��#�$%["�E��S����� ) �U,+E��78"G�(� )U. ���=� . � .�)U. ��� ) E��#�U� /K. �DE��#�!2��!� ) ���#E��!2���, . �������+�(�$>@E��!��5 m �2 ) �����(��� / ���!��, . �!E�� . �F%HMf���(,D�!� ) ���#1+2�,�3��!��� . "G�[1������!��"��#�$� )�� � /

) �(�(��2�,�3I2#,=����, ) 2 ) ���(,�� * Mf2#�!�������7����, ) �(, ) � . ,�><� / �!�+�I� . , *
�����!2���, )U� ���7�(��, ) 2e>@�(�d,��v����,�� * ��������� ) E��#�!2�,�3 .�)�) 2�3�,����$,�� ) � /
,+E��D"G�(� ) %L"�E@� . � ) �<�!���I�<E��;��2#��� ) ����E@��2#��, . � . �����!�x�@2�� . �!2���, ) �!�
�!��� ) � .�)�) 2�3�,����$,�� ) 5_���2 ) ����, ) 2e>@�$� . �!2���,D2�,�>@�$�$>7���$�#� ) 2�, ) ���#1L8
2�,�3��!��� . "=�[1������!��"��#�$� ) 5

Á ¯ ¸T¹@�²�^±§�!���(¶[�²¹@�^±}¶ ´ �[�7Á�M��[�!�����»�(� ¶c· � ´ �J�(�~�\�v± ´ �^µ ���J�x�(¶ ´ ± ´ 7���~�(¶v�²�x���<�;M��nÀ ´ �J¶ ´ �~±e�J�»� ´ �(µ$O����^�U�J� ´ � ´ �J���~�»�[± ´ �Fµ � Â��(�~¾
�v�F±}¶ ´ �<� ´ ³TÁ�¶v¼<¼�¶ ´ º�� ´ �(�
�'���`E ) 3�2�1��I��,��I�(� . �����#�I� /:) E��J�02#,��(��, ) 2 ) ���(,�� *4. ,�> ) ���[M

���[M-�����A�DE��#�!2���� ) ����E@�!2���, . �n�J� . � . ���!�(�g� / �LE�� . ,j��� .�) ��,�2#,�3
� . ,q���(���qMf2#�!�q�!��2 ) � . �B��2��(E�� . �<�(� . ��������5 m ��2 ) �+,��[Mf,���� . �
/ ����3�2#1��(, �D�f� �Sp ( ��u . ,�> �_^ � �Sp ( ^$u�%��G� )�) 2#"����&1 . ��E�� ) � /
�Sp ( � � ( ^ u / ����� . , 2#,L�!�$�!1 . � � � V � a �+� b Z\%�Mf���$�!��� a �
� . �'p&� � 3 � ^ + ]���Y�u . ,=>(� b � ��2#,Sp&� � ��� ^ u in. ,�>a�=� )!) 2�"��#�
1 . ��E�� ) � / �_p ( � � ( ^Hu / ����� . ,?2#,L���(��1 . � � � V � a ��� b Z\%KMf���$�!�
� a � � . �hp&�D�*���^$u . ,=> � b �W��2#,_p&�D� 3 �^��(]xudp ) �(��%���5 3�5�% .I) E��B8
1�� * V X��vZ . ,�>I�!� / �(���(,��(� ) �����(���(2�,=u�5:�+�=%$2�,�����2�,���2�������%xM���� . ,nE ) �
) E��J�<2�,L�!�$�!1 . ��� ) �!2�� . �!� )P. ,�><3��(� . ,72#,L�!�$�!1 . � � pQ�nu:� / �=� )!) 2�"��#�
1 . ��E�� ) � / �Sp��nu�50�+�������!2���� ) %'����2 ) 2�>@� . �#� . > ) ���T��� . ,�2#,�3 / E��
� ) �!2�� . ��� ) %�"�E��U� / ���(,'%L2;�d�#� . > ) �!� . E ) �$�#� )!) � p��nuV� V Y5�$]�ZSV X+¤xZ^%
V ��¤HZ\5 m , ) E��J� ) 2#�!E . �!2���, ) %K2#�D2 ) ��� .�) ��, . "�����%h2�, ) �!� . >?� / E ) 2#,�3�!�����$,���2#���U2�,L�!�$�!1 . � � %[�!� ) �$�#�H�~� . �G��2�,��:Mf2#�!��2�,�����2 ) 2�,L�!�(��1 . � .�)
. �!� .�) ��, . "����D� ) �!2�� . ��� / �����Sp ( ��� ( ^$u7p}���H%K�����!��� ) �=��,�>@2�,�3�� * %
/ ���,�_p ( � � ( ^$uBu�5
�+2#,=���7�!������,�� * 2#, / ���!� . �!2���,oMd��� . 1���% )!.x* % . "G��E@�I������E�,@8

�+,��[Mf,�������" . "�2��#2#� * �Sp ( � � ( ^ uK2 ) ��� . �:2;�:"G�(����,�3 ) ���t������2�,L�!�$�B8
1 . �hV � a �+� b Z^%�2;�:2 ) , . �!E�� . ���!� ) �$�#�H�~� . ¼7±}³�Â�¶[± ´ �@� / ����2 ) 2�,L�!�(��1 . �
.�) ������>@� ) 2��!�H>4� ) ��2#� . �!� k

�"!�p&�D�����^$u>=�?A@� ]
� c(� . ��p �D� 3 �_^i+b]���Y�u 3

]
� c(��2#,Sp&�D�*���^$u i

� ) p � � ��� ^ u =�?A@� ]
� c�� . �'p&� � �+� ^ u 3

]
� c���2�,Kp&� � 3 � ^ �$]Hu�


���2 ) ��2�>��=��2#,L� ) �(���$�~��2#��,�2 ) ,�������,�� * , . �!E�� . � / �!��� . �����7����,
) �(, ) �t1+2��(Mf�G��2�,�� i 2;� . � ) �D� .�)d. >@�$�(�G�(� ¦ E ) �!2 O � . �!2���,'5Pr . ���(� * %
2�, . �$�����J> . ,����T� / ��E�� . "G�[1��
>@2 ) �(E )�) 2���,'% / ��� � � � ) � . ����8
���(,L� ) ( � . ,�> ( ^ %$���t>@� ) �(�!2�"=���!�������!��" . "�2#��2;��2#� ) � /�. �#���=� )!) 2�"��#�
� �+����� . ,n�(���D"�2#, . �!2���, ) %(Md��,��$�$>����`>@� ) ����2#"G��� ^ � Xf������" . "�2��;8
2#�!2�� ) ��� � �Sp ( ��� ( ^(u~%+�^Q�(�_p ( ��� � ( ^Hu~%L� � � �Sp � ( ��� ( ^Hu~%
. ,=>&� � � �Sp � ( � � � ( ^ u i ����� ) ��������" . "�2��#2#�!2�� )t) ����E��e> . >�>&E��

�!�&] k ��� 3 �^ 3 � � 3 � �l� ]�5:��+E ) %@� . �J�4������" . "�2��#2#� * >@2 ) �!��2;8
"�E@��2#��,
� . ,0"G�����(����� ) �(,L���$> .�)`. �G��2�,L�<p�� � ��
�
�
��B� � u�2�, .  [8 �
) 2#������������� BLp}� � �B� ^ �B� ���!� � u�E»�G� !jY �?� � 3 
�
�
 3 � � ��] H 5
� �0�+,��[M������&1 . ��E�� ) � / �D�h� �Sp ( ��uj�C��� 3 �_^ . ,�> �^2�
�Sp ( ^$u � �D� 3 � � % . ,�>{Md� . ���&2#,L�!�$�!� ) ���$>q2#,b�����T1 . ��E�� ) � /
�Sp ( � � ( ^ u`�W� � . ,�> �Sp ( � � ( ^ u`� � � 3 � ^ 3 � ��
 m �U2 ) , . �!E�� . ��!� .�)�) E����D��� . ���DÂG�~±}¶v�~±§% . ���:������" . "�2#��2#� * >@2 ) �!��2�"�E@�!2���, ) p}2F5 ��5�%
. ���'�G��2�,L� ) 2�, .�) 2#�����������du . �!�Ty!�$�LE . ��� * �=� )!) 2�"��#�Hz�%=2F5 ��5�%���� . �
�!���(���U2 )S. E�,�2 / ���!� >@2 ) �!��2#"�E��!2���,4p(y ) �$����,�>+8\���J>@�(�h���!��" . "�2���2;� * z�u
��,?����2 )<) �(��� / ������" . "�2#��2#� * >@2 ) ���!2�"�E@��2#��, ) 5g����$,'% .�)n. , . ��E@8
� . ��� ) ��2#� . ��� / ���D�!�������!��" . "�2���2;� * �_p ( � � ( ^ uI� / ( � � ( ^ %_M��
� . ,&� . ���I�!���<����,�>@2#�!2���, . �K� . �����(� . �!2e� . �S���@�G�$�~� . ��2#��,T� / �!��2 )
������" . "�2��#2#� * E�,�>@�$���!���I����,�>@2#�!2���,���� . �������I1 . �#E�� ) �Sp ( ��u`� �D�
. ,=> �_p ( ^xu`���^ k

� p&�_p ( � � ( ^ u�E �Sp ( � u���� � � �Sp ( ^ u`� � ^ u`�
��p}� � Ec� � 3 � ^ � � � � � � 3 � �Q� � ^ u�


�����������"����(�-2 ) �!� . �I�!��� ) �����=�$� . �!2���, )I. ���D,���,@8 .�)�) �@�(2 . �!2�1���5
� � * 2 ) ����2 )�. ������"��#�$� � m / Md� . ���g2�,L�!�(��� ) �!�H>�2�,q� ) ��2#� . �B82�,�3������9>@�(3��!�$�
� / "G�(��2�� / 2�, . ����, ¦ E�,����!2���, � / �!�����(� ) � . ����8
���(,L� ) ( � � ( ^ � ( �v%��!���(,aM��
� . ,b�(2#�!���$� . ����� * �!���Wy . ,�>�z
���G�(� . ��2#��,T�!� � � . ,=>�� ^ . ,=>
3��(� . ,o� ) ��2#� . ���$� ! p&� � ��� ^ u / ���
�!���g������" . "�2��#2#� * � / ( ��� ( ^ . ,�>9�!���$,'%�Md� . ����� * �����{y . ,�>�z
���G�(� . ��2#��, ���q����2 ) � ) �!2�� . �!� . ,�> � � % . ,�>�3��(� . , � ) �!2�� . �!�
� ! pm� ! p&� � ��� ^ u���� �Hu / �����!���`���!��" . "�2���2;� * � / p ( � � ( ^ u � ( �[5 Q �#8
�!�$�!, . �!2�1��$� * %DMd�q� . , 3���� ) � . �B�?" * �(���<"�2#,�2#,�3 ( ^ . ,�> ( �v%
. ,=>w3���� . ,N� ) �!2�� . �!� �"!fp �D�	�I�"!fp&�^��+� � u!u~5 m ,L�!E�2#�!2�1��$� * %�M��Md��E��e>W���@�G�$���4�!��� ) �o�cMd��� ) �!2�� . ��� ) �!�q�(��2�,���2e>@��%`"�E@�H%t��5 3�5�%
p}Y]
 X �?Y]
 �Lu �AY5
 �Q�jY5
¥�,�AY5
 �,�jY5
�]�%vMf��2����`Y5
 X �ap}Y5
 � �AY5
 ��uX�
Y5
 X �AY5
¥�Q�jY5
¥���� Y]
#]�5
�`�[MC� . ,aMd� ) ����1��0�!��2 ) ���!��"��#�$� � �@2#,��(�
Md�T�L,��[M ��� . �

�!���T,LE��7�$�!2e� . �f1 . ��E�� )�. �!�&��,�� *{. , . �������x�@2#� . ��2#��,'%�Md�T� . ,
. , . � * £$�D���[M ,���,@8 .�)�) �@�(2 . �!2�1��n����� . "=�[1��D���=�$� . �!2���, ) � . ,o"G��5
m / ������>�2;¢��(���(,��(��2 ) "=�$�#�[Ma������, . �!E�� . �=��� ) ����E@�!2���,4�#�$1��(�^%��!���$,'%
/ �������!������� . �~�!2e� . �'�G��2�,���� / 1+2#�$Mn%��!��� . "G�[1��I���=�$� . �!2���, )`. �!�
.�) 3��+�+> .�)f.�)!) �@��2 . ��2#1�����,�� ) 5P���� / �����#�[Mf2�,�3�2 ) ���!E�� k
fhg 3i< k 3ij V#]H�[Z^%'V  ��vZQ@

� . �
�	� 
�� �

E � ! p � ! p � � � ue�  u4+)� ! p � �I� ! p � �  uBu�E�� ]© i
� . �
�	� 
�� �

E �*)Sp �*)_p � � � ue�  u4+)�*)Sp � ���*)_p � �  u!u�E�� ]© 

� . �J� Md���J> >@� ) ����2#"�2#,�3 . >��(3����(�{� / "G�(��2#� / 2 ) . yB3�� . ,+E��#�Hz
���[1��(��2#,�3j�����W�(,L�!2���� ) E�"�8^2�,L�!�(��1 . ��� / 1 . ��E�� ) 5 ��LE ) %�,���,@8
.�)�) �+�(2 . �!2�1+2;� * 2 ) ,��(3��#2�3�2�"�����2 / �!��� �(�����!� ) �G��,=>@2#,�3 ��� . �#2 ) ��2��
yB3�� . ,+E�� . ��z4>@�(3��!�$�<� / "G�(��2#� / � . 1��D3�� . ,LE��#� ) � / Mf2e>+�!�0! ]O�v©�5

�,��7� . , O �I,��g�����!�D�!� . , ©�3�� . ,+E��#� ) � /�) E=�J�
Mf2�>@�!�?2#,o�!���
2�,����(��1 . ��V Y]�(]�Z\5 ���2 ) � .x* ���@��� . 2�, Mf� * �+E�� . , )0. ���o��� ) �
����� / ���!� . "��#��Mf2#�!��� ©&2#�!�$� ) �!�
�J���L� ) � / ����� � �!��� /}. ����E )
yJ¤D����E ) ��2�,LE ) �vz7� . M i�) �$��%@��5 3�5�%'V XL�xZ\%'V X� [Z\5
P ¯ ¸T¹@�²�^±§�!����¶v�²¹@�^±}¶ ´ �v��ÁdM��v�!���(�\�(�o¶c·0� ´ �J�(�~�\�v± ´ �^µ ���J�x�(¶ ´ ± ´ 7
�<��� ÂG�f�\¶ PD�!�[�J�^±N�J�[�§�²µ�½D�[�~��¶[� P7¶[� ´ �;M��DÁ:�#�x�J��¶B· �f¶x�J�~±>.����
¿S¶ 7 ±N���
���� ) ����� ) E��;� ) �(�[1��$��"=���!�9�����4����3�2�� ) 2�,�Mf��2e�J�A�!��� ) �(�<� /

>@2#¢G�$�!�$,L�&>@�$3����(� ) 2 )&. ,j2�,L�!�$�!1 . ��V Y5�(](Z^% . ,�>j������� ���������#�(�
����3�2e� ) 5



�<5#]WV Y5�(](Z#8 ��.�) �$>!�K��3�2�� )
6���� ´ ¹@¼����~±N�J�v�K���G�(� . ��2#��, ) %S2 / M��g2#,L���(�����!�(���!���g>@�$3����(��� /

"G�(��2#� / 2�, .9) � . ���(���(,L� ( .�) p}���!���=���B��2#��, . �d���Lu<�!���T,LE��D"G�(�
� /�. �!3�E����(,L� ) 2�, /}. 1������ / ( %������(,WMd� . ����2#1�� . � . , . �!E�� . �
�J����2��(� � / y . ,�>�zv8 . ,�>�y!���Jz����=�$� . �!2���, )$k �"!fp � � � u)� � c � %
�*)_p � � � u � �$3 � % . ,=> �*)_p � � � u � � � 5 Q ) ��,���� / �!���gE�,����+8
�G�$�~���$>&����, ) �$�LE��(,=��� ) %@Md��3���� .�) E��!���!2 ) 2�,�37�!�$� . �!2���,0Mf2;���0�!���
�(,L���!��� * �!�H�J��,�2e�LE�� ) %PM��$�#�d�+,��[Mf,92�,{������" . "�2��#2 ) ��2�� . ������� . �J�
�!��E�,����$�B� . 2�,�� * V ��YvZ^5
Q ) 2���2#� . �`�(��,��(�#E ) 2���,&� . ,0"G��� . >��n2 / M��n���$�LE�2�������� . �t�!���

���G�(� . ��2#��, ) "G�t����, ) 2 ) �!�(,L��Mf2#�!�7�!���(2��U�DE��;��2#��� ) ����E@�!2���, . � ) �!��E��~8
�!E��!� k , . ���(� * % / ��� . >@2 ) �(�!�(�!�D���[M�8\�!� ) ���#E@��2#��,g���(1��(�^%=Md�D>@� O ,��
y!>��(��2#1 . ��2#1�� ) z�� / �!��� ) �����=�$� . �!2���, )I.�)�O ,�2;����>�2;¢��(���(,��(� ) % . ,�>
�!���(,4���$�LE�2����`�!� . �d�!���I�����!��� ) �=��,�>@2�,�3D�(��,L�!2�,+E���E ) ��2#��2#�d���=�$�B8
. ��2#��, ) � . 1������ . ���!� * �!��� )�. ���d���@����� )�) 2���, )K/ ���S�!����>��(��2#1 . ��2#1�� )
V XvZ\5
����`�DE��;��2#��� ) ����E@�!2���, . �=�J� . � . �~���(�P� / �+E�� . ,��!� .�) ��,�2�,�3 . � ) �

���@��� . 2�, ) Mf� * 2�,a�#��3�2e�v%���,�� * E�, . � *{. ,�>b"�2�, . � * ���=�$� . �!2���, )
. ���
,����!� . �#� * E ) �H> k "G�$� . E ) � . �#�!����E�3��W2#,����!2�,��(2#������%`�!���$�!�
���@2 ) ���!�$�!, . � * ���G�(� . ��2#��, ) ��,{V Y]�(](Zdp�2�,
�����D��2��72#�n� .�) �HufMf��2��J�
� . ,�,����g"G�?���(���!� ) �$,����$> .�) �(�����=� ) 2#�!2���, ) � / , . ��E�� . ��E�, . � *
. ,=>W"�2�, . � * ��,�� ) %`"�E@�0��, � . �J� ��� ) ����E@�!2���,W���(1��(�^%`Mf���(,�M��
� . 1��T��,�� *�O ,�2;���(� * � . , * >@�(3��!�$� ) %��$1��(� * ���=�$� . �!2���,W� . ,a"=�
, . �!E�� . ��� * �!�$���!� ) �$,L�!�$> .�)f) E��J� . �������G� ) 2;��2#��,?V �@](Z^5
�<5 �bRT���!� ���(,��$� . �E�'��3�2e� )
����U,��$�$> / ���K��������3��$,��(� . ���#��3�2e� ) �(����� )'/ �!���j����� /}. ���K��� . �

¦ E ) �t��2#�������@�G�(�!� )`. �!�n,���� ) E��!� . "=��E@�f�!��� ) � . ���(���(,L� ( %��!��� *
. ��� . � ) �o,��v� ) E���� . "=��E@�<�����(2����[Mf,{>@�$3����(� ) � / "G�(��2�� / � p ( u~5
��+E ) %f2#, ) �!� . >a� /D.�) 2�,�3��#�T,+E��<"=�$� � p ( u�%`M�� � . , �(��, ) 2e>@�(�
) �(1��$� . �:�=� )!) 2#"��#��,+E��<"=�$� ) � %KMf2#�!��>@�$3����(� ) � ^�p � u�>@� ) ����2#"�2#,�3
�!�{Mf� . �4�(�+�!�(,L�g�!��� ) �
,+E��<"=�$� )4. ��� . >@�H�LE . ���
>@� ) ����2#���!2���, )
� / �!���0����2#3�2#, . �U�(�@�=�$�B��� ) E�,��(�(�!� . 2�,L� * 59���2 ) y ) �$����,�>+8\���J>@�(�Jz
. �����!� . �J�T� .�)�) �(1��(� . � ) E��$��� )�)B/ E�� . ������2�� . ��2#��, ) 5 m ,
����2�,���2�������%2#��2 ) �G� )�) 2#"����7�!�T3�� / E��!�!���(� . ,�> �(��, ) 2e>@�(�I����� /}. ���n�!� . �n�!���
>@�$3����(� ) � ^ p � u . ��� . � ) �o,��v��3�2�1��$,9���!�H��2 ) �$� * % ) �oM�� ) �$�(�¡�!�
,��$�$>g�!�����!��2���>@8�% / ��E��!�!�@8\���J>@�(�f�(����% . �����!� . �J��� ) 5��t�[M��$1��(�H%+2#,
��� . ���!2e����% ) E��J���!���$��������2�� . ��� * �=� )!) 2�"��#� . �����!� . �J��� ) �!E���,��$>���E@�
�!��"G�n,��v�`E ) � / E��F5����2 )d/}. �~�t� . ,g"G�I���@��� . 2�,��$>g2 / Md��� . �����!���
�DE��;��2#��� ) ����E@�!2���, . ���J� . � . �~�!�$�S� / ��� .�) ��,�2�,�3t2�,L�!������, ) 2�>@�$� . �!2���, k
l 
�,������t��,��t� . ,�>h%L�(1��(� * y O � ) �B8\���J>@�(�Jz . ,�>�y ) �$����,�>+8\���J>@�(�Jz
����3�2e�v%@2�,0Mf��2��J�g�!��� ) �(��� / >��(3����(��� / "=�$�#2�� / 2 )f. ,0���J>@�(���$> ) �(�$%
� . ,g"G�I, . ��E�� . ��� * >@� ) �(�!2�"G�$> .�)�. �#2���2;�f� /:. ,02#,L���(��1 . �;8\���(� . �!�H>
�DE��;��2#��� ) ����E@�!2���, . �h�����@���$>�E��!��V ��¤HZ\%'V � �[Z\%'V XL�xZ\%'V¥¤[�[Z\5
l 
�,������`�v�����(��� . ,=>h%�2 / >@�(3��!�$� ) �(����� / �����NM�����> ) %[�����(,��!���
�!��2#�J>0���J>@�(��2 ) ,����#��,�3��$��,��$�(� )�)!. � * V  �YvZ^5
m �t2 ) , . ��E�� . �h�!� ) �(���$��� . ����,L�!2�,LE���E )f. ������� . �J�gMf��2e�J�T"=� ) ���� � �H�~� ) �����T�DE��;��2#��� ) ����E@�!2���, . �f�J� . � . ���!�$�<� / �+E�� . ,b�!� .�) ��,@8

2�,�3�%G2F5 ��5�%G2#,
Mf��2��J�&�����(���D2 )t. �LE . �#2#� . �!2�1��D>�2;¢��(���(,��(��"G���cMd�(�(,
>@2#¢G�$�!�$,L��� . 2�� ) � / >��(3����(� ) 5 Q , . �!E�� . �PM .x* ���&>�� ) ����2#"G���!��2 )
>@2#¢G�$�!�$,�����2#,��(��,L�!2�,+E���E ) � .�) �f2 ) ���DE ) �f����� . ������� . �J�7� / ,���,@8
) � . ,=> . �J> . , . � *@) 2 ) %UMf2#�!�a����� . ���!E . �`2�, O ,�2#�!� ) 2�� . �`�$�#�$�7�$,L� )
pm���#�(�+2e����3�� . ����2��n����>��(��2#,�3+u~5I����7���@��2#� . � ) �(���$�~��2#��,o� /�) E=�J�
����3�2e� ) 2 ) >@� ) �(�!2�"=�H>42�,9V  +¤HZ\%'V �vXvZ\5
Á�¶ ´ ���²¹+�~±}¶ ´
m ,����(��1 . ��� . �!���(� . ��2�� ) 2 ) 1��(� * ���(��� / E��f2�,{����� . , . � *+) 2 ) � /�DE��;��2#��� ) ����E@�!2���, . � )!*+) �!�$� ) 5

® ��� ´ ¶v�d����³ 7 ¼�� ´ �F�
���2 ) M����!�9M .�)�) E����G���!�!�H>q2�,a� . �!��" * r Q � Q E�,=>@�(�4�(�v8

���G�(� . ��2#1�� . 3��!�$�(���(,L�or�*�*��[8»��Y�© . ,=>�3�� . ,L�
r�*�* �x8J]H�� ���%
" * �!���I6�E��!E���� Q �(��� ) � . �(���@�(2#�$,���� . ,�>gK�H�J��,����#��3 * s�����3�� . �
p}6 Q �@`u8*��(,L���(� / �����L���!E=�~�!E�� . � m ,����(3��!2#� * � / Q �(��� ) � . ����� *@) 8�!�$� ) %`�(¢G���B� ) �G��, ) ���!�H>q" * �!��� Q 2��g6����J���-
 ¨ �(�o� / �@�(2#�$,@8
�!2 O � �f� ) � . ���J�'% Q 2#��6������(�4R . ���(��2#�$� *����7� . ,�>h% , � Q 6d%:E�,@8
>@�$�d3�� . ,L�d,+E��<"=�$��6_XL©�����Y[8»Y�Yv8�](8\Y� ����@%H" * r��@693�� . ,�� ) *a� Q 8
©��������vYL¤ . ,�>o©+¤+]HY�©vXLY�RT���@2e���@ÃS*���, . � * �H% . ,�>
" * ����� ��� . ,��
r`�=5 � 8\Y�Y�Y�]H� / ����� �!��� , 5¥��5 8`*�£$�$�J�4�@�(2#�$,���� . ,�>�S�$�J��,����#��3 *
����2�,��`6�E�,�>h5
���� . E@������� )�. �!�&1��$� * 3�� . �!� / E��f��� Q �����WRT� *@) �!�(� / ������2 )

) E����G���!�$%@�(,=����E�� . 3��(���$,��H% . ,�>0���$�#� / E��K>@2 ) �(E )!) 2���, ) 5

	Ä÷��È÷uöÝ÷uúkÿ6÷6ø
� I���� �(�kzf]wr�]_zf�Lxsg[�
	H�%�k]_^���À]_^��W]_^Th������������� © � ������� �!�#"%$&� ¨ " ©�'�«!()( © " ¬ ��*� � ���Wh � d+[zfdfU!�W^:xsX[�[dfn:b:�[]_n �pg[n�\:d \BZ?\ehÀ��xsg[g[�?]edfV¼h�,ädf]_g@h.-0/Z[^Bdfb4�@h I �m~�1[�� Q��%2 �N�az �3	cxsVqxszªhN`À�H��xsg[UWzfdªhc���Nyk� � ^:d \BU[h?xsg[�54��768UWn:�?]ezf]wlsx?h98 �pgc\B]_^Blsxsz
: S%UWVYVåZ?g[dfbex�\:dfUWg[n<;=,´xszfn:�?>A@HUW^�`Nd+�WgHxsz%�¼Z[z \:dfX?zf]_vNdfgB�Áikg[�[]_^ �pg?�\:]_^�lWxszjikg[b_]_^B\:xsdfgm\poch�,´xszfn:�C@HZ[g[bw\BdfUWg[n}xs^:]D4aX?\BdfVqxsz+E[h�F ©HGT¬�IÈ¨ � "<J G �)� ¨K ¨ �ML GW©�( �ON G ��� © " §4§%G � ¨ � "P$�� ¨RQ (TS ��U&U�VXWYV §4¨ "RZ §å¥�§:§�GT¬ � «W¨ � G � « �[�\�] ¨ � $&� ¨�Q ( N G ����" © "�� ¬ " G � ¨ � "P^ GW©w¨ � ¥ Z_" © � ¬4« � S �!U&URV $&��� GW© Z «W¨ � G �F ©HGe¬ " §4§ �)��� W Ge¬ �)" ¨ V $ S W ¥a` ^ ¥DS $HF W \�]�]!b h�c(xsg[b_UWZ?lm]_^Th[SÝxsgHxs�Hx?h�	WZ[z oQ!d�eNQ �?hHX[X@� I �m~W~ eÀI �W� I h Q ¡W¡ I �� f � 	[� � ]eb�gjh.c��[68^:]_dfg[Uel?dfb4��hjxsg[� � �H{u]_g[g@hT8 � ]_UWVh[dfgHx�\BUW^:dfbØxsnBXj]_bw\Bn8UsrX[^:Ucb_]_n:n:dfg7�¼zÒxs^��W]YdfVqxi�W]_nØxsg[�×zÒxs^j�W]Yn:XHx�\BdÒxsz%�Hx�\:xiHxsnB]enjE[hAk�" G Z ¦ ��� « *¨3GW© � ¬e§ h7c6UWzª� IWI h.lkU[�B1[h?X[X@�À� eÀIeQ h Q ¡W¡ I �� 1 � � � � UWZ[b:�[UWg?���¼]_Z[g[df]_^eh��Ø�%tM�Tlm�WZ?om]_g@haxsg[��cå�n68^:]_dfg[UTlNdfb4�@ho84�kdfnB�b_^:]w\:]qpÏn:]w\&ru�?]e^Bd lWx�\Bd lm]_n(xsg[�ts xsz+�W]�[^4xsdfb!u�rÏZB���woØzfU!�WdfbÝUWXj]_^:x�\:dfUWg[njE[h�F ©HGe¬iI
SAvxwyw * $H�T�0� Q \7]�]!b hj�¼]_z+jUWZ?^:g[]WhH�kZ[nB\B^4xszfdÒx?h Q ¡W¡ I pÏ\BUqxsX[XÀ]exs^�r4�� d�� ���cyk� � ^Bd \:UØxsg[�%4���68UWn:�[]_zf]wlWx?hz8 �pgc\B]_^Blsxsz : �pVqxi�W]{;|,´xelm]_zf]w\�>0@HUW^�pVqxi�W]î{(^BUNb_]_n:nBdfgB�ÁZ?g[�[]_^ �pgm\B]e^�lWxszÝi�g[b_]_^B\:xsdfgc\pomhz,´xelm]_zf]w\:nåxs^:]C4aXN\:d �Vqxsz+E[h[}a" ( � «c¦R( "�N G ZD~ � ¨ �����mh7c(UWzª�71[h.lkU[� f hHX[X@� Q � I&e f ¡ I h I �W�W�?�� � � ���åyk� � ^Bd \:U[h�4��Y�×�h68UWn:�[]_zf]wlWx?h�xsg[�í`j�Y���qSÝxi[^B]e^:x?h�84�¼Z[z \Bd �
2 ]_nBUWzfZ?\:dfUWgÂ�8x�\:x²{6^:Ucb_]enBn:dfgB�½dfnA4aX?\BdfVqxsz�>aSÝxsn:]Y`m\:Z[�NoÄUsr}�a]w\:]_bw\BdfgB�`NZ[^�rªxsb_]Ø�¼UWZ[gm\:]_���a]wlNdfb_]enjE[h�F ©HGe¬ "&"&�!����� §_G � ¨ � "A$�� ¨ " © � «W¨ � G � «!( N G � *��" © "�� ¬ " G �%$�� ¨ " ()( �+��"�� ¨ WYV §4¨ "�Z §8« �[� W "�Zo� GW¨ � ¬T§o� $ W ¥ W Q K���� h.lkx�\:dfUWg[xsz�pg[nB\Bd \BZ?\:]YUsr}`c\4xsg?�Hxs^:�[nØxsg[�ÂtE]_b4�[g[UWzfU!�soÂ{6ZB[zª�fh � xsd \:�[]_^Bn�[Z[^j�[hu����hX[X@� IRd ~ eÀI � I h I �W�m~N�� ~ � ���Ý�Ø�ÝS%U![zf]_gm\��Wh�cå�T68^:]_dfg[UTlNdfb4�@h � �Ý`j�%{u]_g[g@h�xsg[��`j�%�Ø�}`c\:xs^�gcnTh8:tEUT�}xs^B�[n 2 ]_zfdÒxi[zf]Ø`NZ7?���ad lNdfn:dfUWg²Usr � ]eUWzfU!�WdfbexszE�k^:]exsn�> �pgc\B]_^BlsxszE�aX?�X[^:Umxsb:�BEtF ©jGe¬iI b�K ¨ � $&� ¨�Q ( N G ����" © "�� ¬ " G � ¨ � "q^ GW©w¨ � ¥ Zh" © � ¬4« � S ��U&URV$���� GW© Z «W¨ � G � W Ge¬ �)" ¨ V ^ ¥DS $HF W Q \7]�]�] hj�}\BzÒxsgm\4x?h � ]_UW^j�WdÒx?h[	WZ[z o I f eÀIRd hX[X@� f �W� e f ~ Q h Q ¡W¡W¡?�� � � ���Ý�Ø�ÝS%U![zf]_gm\��Wh�cå�T68^:]_dfg[UTlNdfb4�@h � �Ý`j�%{u]_g[g@h�xsg[��`j�%�Ø�}`c\:xs^�gcnTh8:tEUT�}xs^B�[n 2 ]_zfdÒxi[zf]Ø`NZ7?���ad lNdfn:dfUWg²Usr � ]eUWzfU!�WdfbexszE�k^:]exsn�> �pgc\B]_^BlsxszE�aX?�X[^:Umxsb:�BE[h �pg?> � � 2 ]��_g[d+gaxsg[�{cå��68^:]_dfg[Uel?dfb4�_pÏ]_�[nT� r4h W G � ¨ N G ZD~ � ¨ �)���q�)�� " «W§ � © "RZ_"R� ¨ª§�« �[�q$���� GW© Z «W¨ � G � ¥k¬&� � � § � ¨ � G �HhN`NX?^:dfgB�W]_^B�#c(]_^:zÒxi�[h Q ¡W¡ IpÏ\BUYxsX[XÀ]exs^�r4�

� � � � ��4��R@HZ[]_gc\B]_n(xsg[�{c���68^B]_dfg[UTlNdfb4�@h.8:tEUT�}xs^B�[n �pgc\B]_zfzfd+�W]_gc\zcadf^B\BZHxszmy(g?�l?df^BUWg[VY]_gc\6r�UW^(tE]Txsb:�[dfgB�åtE]_zf]_Vqxsg[dfX[Z?zÒx�\:dfUWgP4aXÀ]_^4x�\BUW^:nR>9cadf^B\BZHxszÀtEUNUWz�aX[X?^:Umxsb4�²xsg[�Ád \Bn �pgm\:]_^Blsxsz � � xsn:]_��	mZ?nB\Bd �Hbex�\:dfUWgBE[h[F ©HGT¬ "&"&�!�)��� §<G � ¨ � "\ �[�<$�� ¨ " © � «W¨ � G � «!( L GW©��W§ � G ~ G �P$&� ¨ " (�( � ��"R� ¨{� � ©w¨ � «!( �a� ' � ©HG �.Zh"�� ¨ª§ h|8xszÒxsXHx?h�c(]_^:xsbe^BZB�WhÀ�¼]wv?dfb_U[hj`c]eXN\:]_VhÀ]_^ IWI&eÀIeQ hHX[X@�À� eÀIWI h I �W�W�?�� I ¡ � @Ý� � xs^Bb_dÒx?h 2 �_�a^4xsd+�ex?h�xsg[� � � 2 �woNb&gNdªh.8:tEUT�}xs^B�[nx4aX?\BdfVqxszm�¼UWn4xsdfb�gc�dfgB��Usru�¼Z[z \Bd ��`NXÀ]_bw\:^:xsz �pVqxi�W]_njE[h.F ©jGe¬ "&"�������� §AG � ¨ � " W " ¬&G �[�h^ «W¨ � G � «!(^ ¥ W ¥ W ¨ � ��"R� ¨ N G ����" © "R� ¬ " G ��� «W©w¨ �XW ¬ �)"�� ¬ " §j��¥ " ©HG *�W ~ «m¬ "��[" ¬ �7*� G!( G � V �z� � Z « �C�0��~ ( GW©�«W¨ � G � « �[�<�A" ' " ( G ~[Z_"R� ¨0G � W ~ «m¬ " � W ~ «m¬ " W ¬ � *"�� ¬ " �Ø« �[�
N ©HGW§4§w¬ � ¨ª¨ �����
�[" ¬ � � G!( G ���)" § hTlkxsn:�ml?dfzfzf]WhutE]_g[g[]_nBn:]_]Wh(�kX[^:dfz~ eÀI ¡?hHX[X@� Q � I&eNQ �W�?h Q ¡W¡W¡?�� IWI�� 4��0lØ� � xs^:b_dÒx?hTc��T68^B]_dfg[UTlNdfb4�@h � � � UWgB�WX[^��]Wh}xsg?�ä���6tM�0lm�WZNom]eg�h8wS%UWVYX[zf]wvÄX[^:U![zf]_VYnR>A�W^4xsgcZ[zÒxs^:d \poÂdfn�g[]_b_]enBn4xs^�ochx�W^:xsgNZ?zÒxs^:d \poÂ�[]_zfX[n�E[h
�pg?>�l��WZ?om]_gÅ��UmxsgB��{(�cZ[UWgB�Ñxsg?���k^:dfU�4a�[n4x�\BU�p�]_�[ne� rwh5F ©HGe¬ "&"&� *�)��� §�G � ¨ � " � �)" ¨ � « Z * J « ~ « ����� ( «W¨ " ©�«!( WYV ZD~ GW§ � � Z G � S ��U&U�V�WYV § *¨ "�Z §�« �[� ¥ ~�~ ( � ¬:«m¨ � G � §C� J SAvzwyw��qQ K�� h?�kx � UWgB� � xeomh�c8df]w\BgHxsV¼h f ¡�\:�`N]_X?\B]eVoÀ]e^ eNQ g[��4abw\BU!j]_^ehHX[X@�71!1m� e 1 d!d h I �W�W�?�� IeQ�� `j� � d+[n:UWg�h ¥ � G ~ ¨ ��Z «!([SxS � * ¦B«m§ "&� «�( � GW© � ¨ � Z�� Gm© Z GW§w« � ¬�� �����_�)Z *« ��" § h[��xsn�\:]_^Ýt}�[]_n:dfneh[�a]_XHxs^�\:VY]_gm\}Usr#S%UWVYX[Z?\B]_^�`Nb_df]eg?be]Wh[ikg[d lm]_^:nBd \poUsrutE]wv[xsnkx�\ay6z@{#xsn:U[h I �W�W�?�� I f � `j� � d+[nBUWg@h74���68UWn:�[]_zf]wlWx?h � � � UWgB�WX?^:]Wh � �m{#]_g[g�h?xsg?�½`j�m���N`c\:xs^�gcnTh8:�ag54aX?\:dfVqxszY@x@ut}� � xsn:]_�²�kz+�WUW^:d \B�[V�rÏUW^}�¼UWn4xsdfb�gNdfgB� �pVqxi�W]eneh7,0d \:��aX[X?zfdfbTx�\BdfUWg[nq\:UL`Nx�\:]_zfzfd \B] �pVqxi�WdfgB�
xsg[�|,Â]�à`N]exs^:b4�7E|F ©HGT¬ "�"&�!�)��� §



G � ¨ � "hJ G ��� ¨ N G ����" © "R� ¬ " § ����$&��� GW© Z «m¨ � G � W ¬ �#"R� ¬ " § JYN?$ W Q \�]�]�] h��Ý\B�zÒxsgc\BdfbØS%d \pomh.lD	[h.@H]�[^BZHxs^Bo Q ~ e ��xs^Bb4� f h�c(UWzª���4hHX[X@� Q 1m� eNQ!d?I h Q ¡W¡W¡?�� I 1 � `j� � d+?n:UWg@h!c��i68^B]edfg?UTlNdfb4�@h � � � UWgB�WX[^��]Wh � �s{u]_g[g@hcxsg[�å`j�s�Ø�m`c\:xs^�gcnTh8 �pgc\B]_zfzfd+�W]_gc\
�¼dfg[dfgB�=dfg �pVqxi�W]L�8x�\:xiHxsnB]eneht,äd \B�Ñ�kX[X[zfdfbex�\:dfUWg?n´\BU`?x�\B]ezfzfd \B] �pVqxi�Wdfg7�Áxsg[��\BU%,Â]�
`c]Txs^Bb4�BE[h �pg?>8�Ø�?6Mxsg?�[]_zªhÈ��� � Z[g7gW]mhxsg[�¼�×� � xsn�\<pÏ]_�[nT� r4hY� «m¨ª« � ���.����� « �[�XN G ZD~ � ¨p«W¨ � G � «!( $&� ¨ " (�( � ��"R� ¬ "Th`NX[^BdfgB�W]_^B��c6]_^:zÒxi�[h � ]e^Bzfdfg@h[X?X@� f ¡W� e f!f �?h Q ¡W¡ I �
� IRd�� �4� 2 � � UNUc�[Vqxsg@h 2 �N�Ø�ctE^:] � U[h�c��768^B]_dfg[UTlNdfb4�@h7	[�?��xs^�\:dfg?]R�Wh?xsg[� 2 �
� UWgB�exszf]��mha8:�agÄ]wlm]_gÂVYUW^B]�^:]exszfdfnB\BdfbPpÏg[UWg?�pxsn:n:Ucb_dÒx�\:d lm]�radfgm\:]_^�lWxsz#zfU!�Wdfbxsg[�Ød \:nE^B]ezÒx�\BdfUWg�\:UkX[nBoNb4�[UWzfU!�soØUsrH�cZ[Vqxsg�^:]exsn:UWg?dfgB�!E[h�F ©HGe¬iI J G ��� ¨ K ¨ �
L Gm©�( �ON G ��� © " §4§%G � ¨ � "%$�� ¨ " © � «W¨ � G � «!(TS ��U&URV�WYV §4¨ "RZ §å¥�§4§&GT¬ � «W¨ � G �« �[� \�] ¨ � $&� ¨ " © � «W¨ � G � «�( N G ����" © "R� ¬ " G � ¨ � "t^ GW©w¨ � ¥ Zh" © � ¬4« � S ��U&URV$���� GW© Z «W¨ � G � F ©HGT¬ " §4§ ����� W Ge¬ �)" ¨ V $ S W ¥a` ^ ¥DS $HF W \�]�]!b h?c%xsg[b_UWZ?lm]_^ehSÝxsgHxs�Hx?h[	WZ[z o Q!d�eNQ �?hÀX[X@� IRd �W� eÀIRd � I h Q ¡W¡ I �

� I � �%2 �(�axsVYVY]_^eh%�×�(�kUcb&gcnTh�iØ�T68Z[zfdfnBb4�@h}��� 2 x�\��Whq^ � Z_" © � ¬4«!(k¨3G�G!( *¦�G �{� GW©<' " © � �T"&� ¬&G ZD~ � ¨ �)��� I $ I � «W§ � ¬ � � Z_" © � ¬4«!( ~ ©HGc¦R( "RZ § h@`NX?^:dfgB�W]_^c(]_^BzÒxi�[hH�k]_df�[]_z+À]_^��[hBlØ� �å�fh I �W� f �
� I ~ � yk� 2 �N�kxsg[n:]_g@h9k ( Gc¦:«!(zG ~ ¨ ��Zh� U «W¨ � G � � § �)���_��� ¨ " ©�'�«�(�« � «!( V § � § h?��xs^B�b_]ezÈ�a]�g�gW]_^ThBlØ� ���fh I �W� Q �
� I � � 	[� 2 �N�kU!B?nÝxsg[�tcå��68^B]edfg?UTlNdfb4�@h?8�4aX?\BdfVqxszjSÝ�?UWdfbe]kUsr � ^:xsgNZ[zÒxs^Bd \po�pgàS%UWVYVYUWg[n:]_g[nB]¼y(n�\:dfVqx�\BdfUWg?>�,0�coä�axsz r¹�H4a^:�?]e^BnYUsr���xi�Wg[d \:Z?�[]�E[h
F ©HGe¬iI J G ��� ¨ K ¨ ��L GW©�( �|N G ��� © " §4§PG � ¨ � "C$�� ¨ " © � «W¨ � G � «!(TS ��U&U�V�WYV § *¨ "�Z §�¥�§:§�GT¬ � «W¨ � G � « �[� \�] ¨ � $&� ¨ " © � «W¨ � G � «�( N G ����" © "�� ¬ " G � ¨ � "<^ Gm©w¨ �¥ Z_" © � ¬4« � S ��U&URV $&��� Gm© Z «W¨ � G �OF ©HGe¬ " §4§ �)��� W Ge¬ �)" ¨ V $ S W ¥�` ^ ¥DS $jF W\�]�]!b h.c(xsg[b_UWZ?lm]_^ThjSÝxsgHxs�Hx?hY	WZ[z o Q!d�eNQ �?hHX?X@� I f 1 f eÀI f 1m�?h Q ¡W¡ I �

� I � �%2 � � �Y68]exs^�r�Us\�\Thz}�� � GW©HG � § k ( Gc¦:«!( W " «W©�¬ ��� N G � ¨ ��� � G � § F ©HGc¦R( "�Z § h68zfZc�%]e^ehH�aUW^B�[^:]_b4�m\eh I �W�W�?�
� Q ¡ �%2 � � �i68]exs^�r�Us\�\6xsg[�oc��i68^B]edfg?UTlNdfb4�PpÏ]_�[nT� r4h ¥ ~�~ ( � ¬4«W¨ � G � §mG �0$�� ¨ " ©�'s«!(N G Zm~ � ¨p«W¨ � G � § hY68zfZc�%]e^eh[�kUW^:�[^B]eb:�c\eh I �W�W�?�� Q?I��%2 � � �Y68]exs^BrÏUs\�\Mxsg[�5c��Y68^:]_dfg[UTlNdfb4�@hT8j,0�[]_^:]Ø\:U � dfn:]_bw\Mx � Uev��
�t}�[]_UW^:]w\:dfbexsz#y6vNX[zÒxsgHx�\BdfUWgÄUsr6\B�[]åy#v?XÀ]_^:dfVY]_gm\4xsz 2 ]_n:Z[z \Bn�E[h �pg?> � Uc]_\j��azf]wrÏ]ezf�×xsg[� 2 xsZ[z%�Ø�EtE^:] � U�p�]_�[ne� rwhT$&� ¨ " ©�'�«!( N G Zm~ � ¨p«W¨ � G � §²« �[�X� ¨ª§¥ ~�~ ( � ¬4«W¨ � G � §Â¨3G }�" «W§�G �.����� v �[��" ©Ov � ¬ " ©w¨p« �)� ¨ V ��� � G
	�( "&����" }�"H~ *© " § "R� ¨p«W¨ � G � �î« �[�ON G � ¨ª©HG!( � � " GW© V I F ©HGe¬ "&"&�!����� §�G � � ���m$!N�T^ Q K�� �
L Gm©��s§ � G ~ G ��$�� ¨ " ©�'s«!( N G ZD~ � ¨p«W¨ � G � §j���H¨ � L GW©�( �XN G ��� © " §4§AG �%�T� *~7" ©w¨ WYV §4¨ "RZ § h[�O�]_vNdfb_UqS%d \pomhH�O�]wv?dfb_U[h I �W�W�?�� QWQ���� ��68zfdf^8xsg[� � ���6ZHxsg@h S ��U&URVCW " ¨ª§Ø« �[� S ��U&U�V�� G �!� ¬ � � � " GW© V « �[�¥ ~�~ ( � ¬4«W¨ � G � § hÀ{(^:]_gm\:dfb_]��kxszfzªhHikX?Xj]_^k`?xs�[�?zf] 2 d lm]_^Th7lD	[h I �W� d �

� Q f � 4���68UWn:�[]_zf]wlWx?hDcå��68^:]_dfg[Uel?dfb:�@hMxsg[�������%xsV¼h_8�4ag�\B�[]´UWXN\:dfVqxszb4�[UWdfb_]8Usr��cZHxszfd \poqVY]w\:^BdfbkdfgqdfVqxi�W]kbeUWVYX?^:]_n:nBdfUWgBE[h.F ©HGT¬ "�"&�!�)��� §oG � ¨ � "$�� ¨ " © � «W¨ � G � «!( WYV ZD~ GW§ � � Z G � W Z «W©w¨ W ¨ª© � ¬e¨ � © " §�« �[� � � ¬T©HGW§ V §4¨ "RZ §� $ W�� � � hÀ�kUWg7�t68UWgB�[hY4abw\BU!j]_^ I � eNQ?I h Q ¡W¡W¡?hH{#xsXÀ]e^aS f � f �� Q 1 � cå�068^:]_dfg[Uel?dfb:�@hA8:�*nBdfVYX[zfd �H]_�×lm]_^:nBdfUWgÙUsra\B�[]Á\BUWVYU!�W^4xsX[�mo
X?^:U!?�zf]_Vêbexsg½�[]_zfX½\BUî]_nB\BdfVqx�\B]k\B�[]M]_^:^:UW^Bn%Usrudfg[�[df^B]_b_\%VY]TxsnBZ[^:]_VY]_gm\:njE[h��pg?>���@�¼UW�HxsVqxs�?��� � x�r�xs^:dapÏ]e��� rwh0� « V " § � « � $&����" © "�� ¬ "q� GW© $&� ' " ©w§ "tF ©jGc¦ *( "RZ § h({(^:Ucb_]_]e�?dfgB�WnqUsra\B�[]Ä`N{ �py�� �pgm\:]_^:g[x�\:dfUWgHxszM`NUNb_df]w\poÙrÏUW^C4aX?\BdfbTxszy(gB�Wdfg?]e]_^BdfgB�[hBc6UWzª� f 1 d �?hj`?xsgÁ�adf]��WU[hjS%��h?X[X@� I ¡W� eÀIWIRd h I �W�W�?�� Q!d�� cå��68^:]_dfg[Uel?dfb:�Äxsg[� � �?4��[@HZ[]_gc\B]_nThn8:tE]_zf]eVqxsg?dfX[Z[zÒx�\BdfUWg?>�t��?]oc8df^��\:Z[xsz%tEUNUWz(�aX[X[^BUmxsb4�Ùxsg[��ª\:n �pgc\B]_^Blsxsz � � xsn:]_��	WZ[n�\:d �Hbex�\BdfUWgBE[h �pg?> � ��azf]wrÏ]ezf�½xsg[� 2 �?�Ø�?tE^B] � UCp�]_�[ne� rwh.$�� ¨ " ©�'s«!( N G Zm~ � ¨p«W¨ � G � §�« �[�t� ¨ª§}¥ ~ *~ ( � ¬4«W¨ � G � §M¨3G }a" «W§�G �.�)��� v �[��" ©%v � ¬ " ©w¨p« ��� ¨ V ��� � G
	�( "&����"<}a"j~ © " § "R� *¨p«W¨ � G � �(« �[��N G � ¨�©jG!( � � " Gm© V I F ©HGe¬ "&"&�!����� §AG � � ���m$!N�T^ Q K�� � L GW©�� *§ � G ~ G �
$&� ¨ " ©�'�«�( N G Zm~ � ¨p«W¨ � G � §j���[¨ �=L GW©�( � N G ��� © " §:§�G �
�0��~�" ©w¨
WYV §4¨ "RZ § h[�O�]_vNdfb_UqS%d \pomhH�O�]wv?dfb_U[h I �W�W�?�� Q � � cå�n68^:]_dfg[UTlNdfb4�@h}�Ø� � xigW]_om]wljhq	[� 2 UW�[g�h�xsg[�ä{u�n6Mxs�?zªhtN G Zm~ � ¨p« *¨ � G � «!(a¬&G ZD~ ( "&��� ¨ V « �[����" «W§ � ¦ � ( � ¨ V G ��� «W¨p« ~ ©HGT¬ " §4§ ����� « �[���)� ¨ " ©�'s«!(¬&G ZD~ � ¨ª«m¨ � G � § hY68zfZm�Ý]_^Th[�aUW^:�[^B]_b4�c\eh I �W�W�?�� Q ~ � cå�968^B]edfg?UTlNdfb4�@hÝ�×�E�¼ZBgsxsdf�[UWg?U[hA8 �pgm\:]_^Blsxszfn5p�{#xsdf^BnåUsrq@HZ7�R�wo c(xsz �Z[]_n�r4hÝtE^:dfX?zf]eneh(]w\BbW�+>ÄSÝxsg�,´]²t}�NZ[n � ]w\½xsg)�a^j[d \B^4xs^Bo 4a^:�?]e^BdfgB���RE[hF ©HGe¬ "&"&�!����� §5G � ¨ � " K ¨ � $H�T�0��$�� ¨ " © � «W¨ � G � «!( N G ����" © "�� ¬ " G � S ��U&URV
WYV §4¨ "RZ §<�)S<vzwyw * $H�T�T� Q \�]�]�]&� h�`?xsg½�agm\:UWg[dfU[h?tE]wv[xsnehÀ��xeo½~ eÀI ¡?h7c(UWzª�I h[X[X�� Q f 1 eNQ f �?h Q ¡W¡W¡?�

� Q � � cå�[68^B]_dfg[UTlNdfb4�@hj�×�[�¼ZBgsxsdf�[UWg?U[hjxsg[��6å�H�Ý\:xsgHxsn:nBUTljh08�@H^:UWV @HZB���woc%xszfZ?]enØtEU �pgm\:Z?d \:dfUWg[dfn�\:dfbP@HZB���wo c(xszfZ[]_nØtEU �pgc\BZ[d \BdfUWg[dfnB\BdfbP@HZB���_o �pg?�\:]_^�lWxszfn%]w\Bbm�+>(SÝxsgt,Â] � ]w\}xsgq�a^j[d \:^:xs^Bo_4a^:�[]_^BdfgB���RE[hB^ GW¨ " §DG �P$&� ¨ ��*� ¨ � G �.� §4¨ � ¬{S ��U&U�VhW " ¨ª§h� ^�$ S W � h7c(UWzª� d h.lkU[� f h[X[X@� IWI&eÀI �?h I �W�W�?�� Q � � cå�x68^B]_dfg[UTlNdfb4�
xsg?�Ù�Ø�@t��ylm�WZ?om]_g@hD8 � ^:xsgNZ[zÒxs^Bd \po
xsn�xsg�4aXN\:dfVqxsz�aX[X?^:Umxsb4�M\BU8ikg?be]_^�\4xsdfgm\po e � � ]eg?]e^:xsz?��x�\B�[]_Vqx�\BdfbTxsz �p�[]exa,äd \B���kX?�X[zfdfbex�\:dfUWg?n%\:Uî`Nzf]_]eX�hÀS%UWg[n:Z?VYX?\:dfUWg�h?tE^:x��Yb�S%UWgc\B^:UWzªh � ]exs^:g?dfgB�[h?]w\BbW� E[hF ©HGe¬iI b�K ¨ � $&� ¨�Q ( N G ����" © "R� ¬ " G � ¨ � "P^ GW©w¨ � ¥ Zh" © � ¬4« � S ��U�URV $���� GW© *Z «W¨ � G � W GT¬ �#" ¨ V ^ ¥mS $jF W Q \�]�]�] h6�Ý\:zÒxsgm\:x?h � ]eUW^j�WdÒx?hx	WZ[z o I f eÀIRd huX[X@�f I � e f Q ¡?h Q ¡W¡W¡?�
� f ¡ � cå�B68^:]_dfg[UTlNdfb4�Áxsg[�¼���[tM�.l��WZ?om]_g@h98 I nB\q4a^:�?]e^eh Q g?��4a^:�?]e^eh7,0�Hx�\lk]wvc\��/�kU�,Â] 2 ]exszfz o|l�]_]e�=t}�[df^B�?�H4a^B�[]_^²�k]enBb_^:dfX?\BdfUWg[n�>×� cadf]w�@H^:UWVé� 2 ]Txszfdfn�\:dfbop � ^:xsgNZ[zÒxs^&r0c8df]w��XÀUWdfgc\jE[h[F ©jGe¬ "&"�������� §<G � ¨ � "oJ G �)� ¨K ¨ �ML GW©�( �ON G ��� © " §4§�G � ¨ � "�$&� ¨ " © � «m¨ � G � «!(aS �!U&URVXWYV §:¨ "�Z §Y¥M§4§�Ge¬ � *«W¨ � G � « �[� \�] ¨ � $&� ¨ " © � «m¨ � G � «!( N G ����" © "R� ¬ " G � ¨ � "P^ GW©w¨ � ¥ Zh" © � ¬4« �

S ��U&URV $���� GW© Z «W¨ � G �XF ©HGe¬ " §4§ �)��� W GT¬ �#" ¨ V $ S W ¥�` ^ ¥DS $jF W \�]�]!b h?c(xsg?�b_UWZ?lm]_^ThjSÝxsgHxs�Hx?h.	mZ?z o Q!d�eNQ �?hÀX?X@� I �W¡W� eÀI � I f h Q ¡W¡ I �� f I�� cå��68^B]_dfg[UTlNdfb4��xsg?���Ø�%t��nlm�WZ?om]_g@haxsg[�|,��Ý{u]_�[^BoNb��Wht84��UT�í\BU��xigW]M`NZ?^:]8t}�Hx�\o8�� I ¡W¡iE : I �pn � I ¡W¡�dfgt@HZB���wo½�a^Bd \:�[VY]w\Bdfb!>#`NUWzfZ?�\:dfUWg½xsg[� �ª\Bn{p �pg[]wlNd \4xi?zf]�rÝ�a^:xe��Hxsb&gcn�E[hBF ©HGe¬ "&"&�!����� §AG � ¨ � "AJ G �)� ¨ K ¨ �
L Gm©�( �|N G ��� © " §4§�G � ¨ � "%$�� ¨ " © � «W¨ � G � «!(TS ��U&URV�WYV §4¨ "RZ §å¥�§4§&GT¬ � «W¨ � G �« �[� \�] ¨ � $&� ¨ " © � «W¨ � G � «�( N G ����" © "R� ¬ " G � ¨ � "t^ GW©w¨ � ¥ Zh" © � ¬4« � S ��U&URV$���� GW© Z «W¨ � G � F ©HGT¬ " §4§ ����� W Ge¬ �)" ¨ V $ S W ¥�` ^ ¥mS $HF W \�]�]!b h?c%xsg[b_UWZ?lm]_^ehSÝxsgHxs�Hx?h[	WZ[z o Q!d�eNQ �?hHX[X�� I � d f eÀI � d �?h Q ¡W¡ I �� f Q�� cå��68^B]edfg?UTlNdfb4�Yxsg[�C	[�!,ÂUWz !²lmUWg � Z?�[]_g�À]_^��[hy8:�a^Bd \:�[VY]w\Bdfb}Usr@b_UWVî�X[zf]wvqn:]w\Bn�>0lkdfb&gW]_z�u nÝb_zÒxsn:nBdfbexsz@XHxsXÀ]_^}^:]wl?dfnBd \:]_�qr�^BUWVêxo�W]_UWVY]w\:^BdfbklNdf]_�}�XÀUWdfgc\jE[hnk�" G Z ¦ �)� «W¨3GW© � ¬T§ h7c(UWzª�[�?h[lkU[� I h[X[X@� Q?I&eNQ �?h I �W�W�?�� f!f � cå�B68^:]_dfg[UTlNdfb4�Áxsg[�5	[�B,ÂUWz !�lmUWg � Z?�[]_g�À]_^��[h08:�kgÁUWX?\BdfVqxszfd \poqb_^:d �\:]_^BdfUWg)rÏUW^îxs^Bd \:�?VY]_\Bdfb½UsrMb_UWVYX[zf]wv
n:]w\Bn�E[h_k�" G Z ¦ ��� «W¨3GW© � ¬e§ hnc6UWzª� I ¡?hlkU[� I h[X[X@� f I&e f ~Nh Q ¡W¡W¡?�� f 1 � cå�x68^B]_dfg[UTlNdfb4�Ùxsg[�"�å�#�(xsV¼hm8j,0�co
S%zfZ[nB\B]_^:dfgB��dfg @HZ[g[bw\:dfUWg×�aX?�X[^:Uev?dfVqx�\BdfUWg$�×t}�[]_UW^:]w\Bdfbexsz6y#v?X[zÒxsg[x�\:dfUWgBE[hz$�� ¨ " © � «W¨ � G � «!( J G � © � «!(nG �$�� ¨ " (�( � ��"�� ¨ WYV §4¨ "RZ § h Q ¡W¡ I pÏ\BUqxsX[XÀ]exs^�r4�� f d�� �×�m68^:dfn:�?gHx?h vu§ ����� § V ZhZh" ¨ª© �)" §Ä¨3G0© "�� � ¬ " ¨ � " § � U " G � « � ��U&URV� � G%	�( "&����" ¦:«W§ " ��	 � ¨ � « � « ~�~ ( � ¬4«W¨ � G � ¨�G � « � ( ¨ ��" ¨ " ¬e¨ � G �Hhs��xsnB\B]_^#t}�[]w�n:dfneh(�k]eX[xs^B\BVY]egm\îUsr8S%UWVYX[Z?\B]_^q`Nb_df]_g[b_]mh%ikg[d lm]_^Bn:d \po´Usr8tE]wv[xsnîx�\îy(z{#xsn:U[h I �W�W�?�� f � � �×�q68^Bdfn:�[g[x?h{cå�D68^:]_dfg[UTlNdfb4�@h�xsg[� 2 �q4an:]��WZ[]_�Hx?h58�@HZB���wo � U!�Wdfbdfg�lkUWg?�p�a]_nB\B^:Z[bw\Bd lm]ÁtE]_nB\BdfgB�×Usra�a]_^:UWnBXHxsb_]�`c\B^:Z?b_\BZ[^B]enjE[h �pg?>5	cxsdfVY]
2 xsV��& ^B]��_�ª�agB�WZ[zfU p�]_�@� r4h%F ©HGe¬ "&"&�!����� §
G � ¨ � " b�K�K�K $H�T�T� � �#� 	 " §4¨
WYV ZD~ GW§ � � Z G � Nx� ©�¬ � � ¨ª§¼« �[� WYV §4¨ "RZ § h � xsnÁS%^BZ[b_]eneh�lk]w���¼]wvNdfbeU[h�aZB�WZ?nB\k� eÀIWI h I �W�W�?h.c6UWzª� I h[X?X@�.1 f I&e 1 f 1[�� f ~ � Sa� � xsgB�W^:xsg[�@h cå� 68^:]_dfg[UTlNdfb4�@h�xsg?���Ø�×tM��lm�WZNom]eg�h�8:tÝ�ÝUs��[dfVY]_g[n:dfUWg[xsz}rÏZB���wo)zfU!�Wdfb²rÏUW^Y]wv?XÀ]_^B\qn�o?n�\:]_VYn�E[h W �+� ¨ � $�� ¨ " © � «W¨ � G � «!(S ��U&URV WYV §4¨ "�Z §²¥M§4§�Ge¬ � «W¨ � G � L Gm©�( ��N G ��� © " §:§ h�`?xsgä{6xsZ?zfU[h � ^4xi�_dfzªh	WZ[z o QWQ�eNQ �?hBc(UWzª� I h[X[X�� QWQ?I&eNQWQ 1[h I �W� d �� f � � 	[�j��xs^B\Bdfg[]��mh � �j��xsbedÒxsnehH���Ày6n:XÀ]_^Th[	[��S%�HxsXHxs^B^:U[h.c��H�az lsxs^4xs�[U[h�`j�����`c\:xs^�gcnTh�xsg[��c��Y68^:]_dfg[UTlNdfb4�@hT8:tEUe�}xs^:�[naVYUW^:]�^:]exszfdfnB\BdfbCp�]W� �[�fhjg[UWg?�xsn:nBUNb_dÒx�\Bd lm]�r½xsg[�?�½xsg[�=UW^��pUWXÀ]_^4x�\BdfUWg[nÁdfgärÏZB���wo�zfU!�Wdfb�E[hAF ©HGT¬ "�"&�!�)��� §
G � ¨ � " \�]�]�b $j�0�T� WYV §4¨ "RZ §j� � « � �Á« �[�MN V ¦ " © �[" ¨ � ¬e§ N G ����" © "R� ¬ "ThtEZ[b_n:UWg@h[�a^:d+�_UWgHx?h.4abw\:U!À]_^M~ eÀI ¡?h Q ¡W¡ I p¹\BUYxsX[XÀ]exs^�r4�� f � � lØ�x	[�È�¼bT�¼dfzfzÒxsg�h�8:tE]_VYXjUW^:xsz%xsg[�´n:XHx�\BdÒxsz%Vqxi�WVqx�\Bdfbî]wlmUWzfZ?\BdfUWg
Usr\:�?] 2 dfU � ^:xsg[�[]q^:d r¹\�E[hT^{" 	 � "��!� ¬&G k�" G!( G ��� ¬4«!( WY� ©�' " V k � �)��" ¦�GRG����
� K ¨ � S �)" ( �XN G ����" © "R� ¬ "Th � xsn8S%^BZ[b_]enaS%UWZ[gm\poch I ¡m~ eÀIWI �?h I �W�W�?�� 1m¡ � ���?�¼]wo?n�\:]_zªhy8:{(zÒxsg[g[dfg7�ådfg½x��[df]_^:xs^:b4�[dfbexszjg[]_nB\B]_�²b_UWgm\:^BUWzfzf]e^%rÏUW^}xsZ?�\:UWg?UWVYUWZ[na^BU!jUs\BnTh EPF ©HGT¬�I $H�T�0� \(' ¨ � N G ��� ITG ���A" ¬ � § � G � « �[��N G � *¨ª©HG!( hH�Ý\B�[]_g[nTh � ^B]_]eb_]WhHX[X�� IeQ f ~ eÀIeQ 1m�?h I �W�W�?�� 1 I�� �����¼]wo?n�\:]_zªhn8:t}�[]_UW^:]w\:dfbexsz0@HUWZ[g[�Hx�\BdfUWg[n�Usr%{6zÒxsg[g[dfgB�²xsg[�Xlax_l?d+�mx��\:dfUWg
rÏUW^å�kZ?\BUWg[UWVYUWZ[nY�¼U![dfzf]²`coNnB\B]_VYn�E[hn$�� ¨ " © � «W¨ � G � «!( J G � © � «�(mG �$�� ¨ " (�( � ��"�� ¨ WYV §4¨ "RZ § h�c(UWzª� Q h[lkU[� Q h[X[X@�À~ f eÀIeQ �?h I �W�m~N�� 1 Q���� �(�Ø�%�¼dfzfzf]_^ehq8:t}�[]ÁVqxi�WdfbTxsz}gcZ[VhÀ]_^Yn:]wlm]_gLX[zfZ[nîUW^YVYdfgcZ[nå\p�ÝUB>n:UWVY]ØzfdfVYd \:nkUWgÄUWZ[^MbexsXHxsb_d \poÂrÏUW^MX[^BUNb_]_n:nBdfgB�²dfgNr�UW^BVqx�\:dfUWgBE[hyF § V ¬ � G *( G ��� ¬4«!( }�" ' �)" 	 h7c6UWzª�H� f h[X?X@�À� I&e �m~Nh I � d �?�� 1 f � {#�H�×�[�¼dfzfg[]_^eh.F �7V § � G!( G ��� ¬4«!( ~ § V ¬ � G!( G � V � �kUWz \eh.l��åh I �m~s¡?�� 1!1 �%2 �T�¼UcUW^:]Wh � " ¨ � G � §%« �[� ¥ ~�~ ( � ¬4«W¨ � G � §nG �x$&� ¨ " ©�'�«!(W¥ � «!( V § � § hs`��p�8�×h{(�[dfzÒxs�?]ezfX?�[dÒx?h I �m~s�?�� 1 d�� �×�c�¼ZBgsxsdf�?UWg[U[h(���%�%xsV¼hcxsg?�Cc���68^:]_dfg[Uel?dfb4��hy8 �pgm\B]e^�lWxszfnÝdfn6�azfzB,Â]lk]_]_�?>´�agL�a^��WZ?VY]egm\jE[hqF ©HGT¬ "�"&�!�)��� § G ��� � "5��� � � ¨ � $�� ¨ " © � «W¨ � G � «!(S ��U&URVhWYV §:¨ "�Z §}¥�§:§�GT¬ � «W¨ � G � L GW©�( �XN G ��� © " §:§ $ S W ¥�Q K�K hHtuxsdfXÀ]_dªh?tuxsd ��}xsg@h?�aZB�WZ[n�\ I ~ eNQ ¡?h I �W�W�?hÀX[X@� I 1c~ eÀIRd ¡?�� 1m� � �kUmxsgB��{(�cZ[UWgB�hlm�WZ?om]_g@hH`j�?`c\4xs^jgNneh[xsg?�Cc��B68^B]_dfg[UTlNdfb4�@h?8:tEUT�Ýxs^:�[nr�UWZ?g[�Hx�\BdfUWg[narÏUW^k\B^4xs�[d \BdfUWgHxszuUW^:df]_gm\4xszuVY]_�[dfb_dfg[]�E[h �pg?>�lm�WZ?om]_gÂ�kUmxsg7�{(�cZ[UWgB��xsg[�ê�a^:dfU 4a�?n4x�\BU pÏ]e�?nT� r4h5F ©HGT¬ "�"&�!�)��� § G � ¨ � " � �)" ¨ � « Z *J « ~ « ����� ( «W¨ " ©B«!( WYV ZD~ Gm§ � � Z G � S �!U&URV�WYV §4¨ "RZ §�« �[� ¥ ~�~ ( � ¬4«W¨ � G � §� J SAvxwyw��DQ K�� hÀ�kx � UWgB� � xeomhBcadf]w\:gHxsV¼h f ¡�\:��`N]_X?\:]_Voj]_^ eNQ g[��4abw\:Us�À]e^eh[X[X��À~s¡i1 e ~s¡W�?h I �W�W�?�� 1c~ � �Ø�(t��alm�WZ?om]_g�xsg?�|cå�n68^:]_dfg[UTlNdfb4�@h ¥ ~�~ ( � ¬4«W¨ � G � §�G � ¬&G � ¨ ��� � G � §Z «W¨ � "�Z «W¨ � ¬e§M¨3G½¬&G ZD~ � ¨ " ©�§w¬ �)"�� ¬ "eh.68zfZm�Ý]_^Th[�aUW^:�[^B]_b4�c\eh I �W�m~N�� 1m� � �Ø�ÀtM�Ylm�WZNom]eg�hYc��Y68^:]_dfg[Uel?dfb4��h@xsg?�*)���-jZ[U[hT8 �pgm\:]_^Blsxsz �ªlWxszfZ?]e�Ä�[]w��W^:]_]_n¼Usroj]_zfdf]wrH>LxsX[X[zfdfbex�\:dfUWg?n�Usrîdfgm\:]_^Blsxsz�beUWVYX?Z?\4x�\BdfUWg[nÁ\BUL]_vNXÀ]_^B\nBoNnB\B]_VYnMxsg[�Ädfgc\B]_zfzfd+�W]_gc\�b_UWgm\:^BUWz+E[hx$&� ¨ " © � «W¨ � G � «�( J G � © � «!(aG � v � ¬ " © *¨p« �)� ¨ V �YS ��U�U �)�[" §4§j�#« �[� � � G%	�( "&����" * � «W§ "�� WYV §4¨ "RZ §m� $�J v?S�� W � h I �W�m~Nhc(UWzª� d h.l�U[� f hHX[X�� f I ~ e f d �?�� 1m� � �Ø�jtM��lm�WZ?om]_g@hz4��?68UWnB�[]_zf]wlWx?hYcå��68^:]_dfg[Uel?dfb4��hÈxsg[� � ���adfg7�[ha8�4ag\:�?]O4aX?\BdfVqxszYS%�[UWdfb_]LUsr+)aZHxszfd \poÑ�¼]w\B^:dfb��pg �pVqxi�W]LS%UWVYX[^:]_nBn:dfUWg?>�*`cUsrÏ\åS%UWVYX[Z?\BdfgB�¼�kX[X[^:Umxsb:�BE[haF ©HGT¬ "�"&�!�)��� §�G � ¨ � " W �+� ¨ � $�� ¨ " © � « *¨ � G � «!( N G ����" © "�� ¬ " G � N G � ¨�©jG!( �8¥ � ¨3G Z «W¨ � G � � } Gc¦�GW¨ � ¬e§½« �[� � � § � G �$!N ¥ }<N �DQ \�]�]�] h�`NdfgB�mxsXÀUW^:]WhÀ�a]_b_]_VhÀ]_^ d�e �?h Q ¡W¡W¡?�� d ¡ � �Ø�#tM�9lm�WZ?om]_gLxsg[� c��T68^B]_dfg[UTlNdfb4�@hq8&lk]_nB\B]_���pgc\B]_^BlWxszfnqxsg?�ä`c]_\Bn�>S%UWg[b_]eXN\:neh 2 ]_zÒx�\BdfUWg[nÄ\:UO@HZ7�R�woÑ`N]w\:nehYxsg[� �aX[X[zfdfbex�\BdfUWg[n�E[h �pg?> 2 �� �068]Txs^�r�Us\�\q]w\½xsz<pÏ]_�[nT� r4h ¥ ~�~ ( � ¬4«W¨ � G � §�G �C$�� ¨ " ©�'s«!( N G Zm~ � ¨p«W¨ � G � § h68zfZc�%]e^eh[�kUW^:�[^B]eb:�c\ehHX[X@� Q 1 d�eNQ �W¡?h I �W�W�?�� d?I�� �Ø�åt��tlm�WZ?om]_g@h5c��t68^B]edfg?UTlNdfb4�@hÄxsg[� �4� 2 � � UcUN�[Vqxsg�h 8j,ä�mo



ikgHxs^�oqxsg[� � dfgHxs^�oP4aXÀ]e^:x�\:dfUWg?nÝdfg � U!�Wdfb�> � ]_g[]_^4xsz 2 ]enBZ[z \��¼Us\Bd lWx�\B]e�co �pgm\:]_^Blsxsz ��c(xszfZ[]_� � U!�Wdfb_n�E[hqF ©HGe¬ "&"&�!����� § G � ¨ � " J G �)� ¨ K ¨ ��L Gm©�( �N G ��� © " §4§�G � ¨ � "�$&� ¨ " © � «W¨ � G � «�(7S ��U�URVqWYV §4¨ "�Z §(¥�§4§�Ge¬ � «W¨ � G � « �[� \�] ¨ �$�� ¨ " © � «W¨ � G � «!( N G ����" © "�� ¬ " G � ¨ � "t^ Gm©w¨ � ¥ Zh" © � ¬4« � S ��U&URV $���� GW© Z « *¨ � G �tF ©HGe¬ " §4§ �)��� W GT¬ �#" ¨ V $ S W ¥�` ^ ¥mS $HF W \�]�]!b h�c%xsg?beUWZNlm]e^ehHSÝxsgHxs�[x?h	WZ[z o Q!d�eNQ �?hHX[X@� I �W� I&eÀI �W�W�?h Q ¡W¡ I �� dWQ�� �Ø�6tM�nl��WZ?om]_g@hacå�068^:]_dfg[Uel?dfb:�@h � �TlØ�%`NUWzfUWXÀb4�[]_gBgWU[hkxsg[�äS8� �#,��tuxsU[h�8j,0�mo tÝ�ÝUà`cd+�WVqx
�!�Ût��?]eUW^B]w\:dfbexszt	WZ[n�\:d �Hbex�\BdfUWgBE[h �pg?> � �
2 ]��_g[d+g�xsg[�Acå��68^:]_dfg[Uel?dfb:�PpÏ]_�[nT� r4h W G � ¨ N G Zm~ � ¨ �����<�)� � " «W§ � © "�Zh"�� ¨ª§« �[�_$&��� GW© Z «m¨ � G � ¥k¬&� � � § � ¨ � G �Hhj`NX[^BdfgB�W]_^B��c6]_^:zÒxi�[h Q ¡W¡ I pÏ\BUqxsX[XÀ]exs^�r4�� d f � �Ø�@t��?lm�WZNom]eg�hzcå�?68^:]_dfg[UTlNdfb4�@hExsg[�ÙSa� ��,��@tuxsU[h�8j,ä�mo´� d � xsg[�tÝ�ÝU
`cd+�WVqx
� ��t}�[]_UW^B]_\Bdfbexszq	WZ[n�\:d �Hbex�\BdfUWg0rÏUW^YxsgLy(VYX[df^BdfbTxsz}�¼]ex��n:Z[^B]_VY]egm\M{6^4xsbw\:dfb_]�E[h0F ©HGe¬iI $�� ¨ " © � «W¨ � G � «!( L GW©��W§ � G ~ G � $&� ¨ " ()( �+��"�� ¨
WYV §4¨ "RZ § }�" §�G!( � ¨ � G � § � � � " � ¨ � �m" ()( Z « ��N G � ¨ ��� �7� Zåh6tuxsdfXj]_dªh#tuxsd ��}xsg@h[�a]_be]_Voj]_^ IWI&eÀIeQ hHX[X@� f d � e f � Q h Q ¡W¡W¡?�� d 1 � �Ø�ctM��lm�WZ?om]_g@h�cå��68^:]_dfg[Uel?dfb:�@hNxsg[� � ��,ÂZ@hy8�@HZB���wo���X?^:U!Hxi[dfzfd \po��r�^:xsbw\4xsz ��nBVYUNUs\B�BE[hB$�� ¨ " © � «W¨ � G � «!( J G � © � «!(zG � v � ¬ " ©w¨p« ��� ¨ V �yS ��U&U ���[" §:§j�« �[� � � G%	�( "&����" * � «W§ "&� WYV §:¨ "�Z §h� $�J v?S�� W � h7c(UWzª�H~Nh[lkU[�71[h[X[X@� f � f ef ~s¡?h I �W�W�?�� d!d�� �Ø�jtM�Ylm�WZ?om]_g@hylØ� 2 �À{(^:xsn4xs�@hYcå�Y68^B]edfg?UTlNdfb4�@h�xsg[�Â�Ø� � xsnBn:UWZ[VYdªh8w`NUWVY]Y{(^:xsbw\:dfbexsz%�kX[X[zfdfbex�\:dfUWg?nåUsra`NUsr¹\îS%UWVYX[ZN\:dfgB�¼xsg[�Ù�8x�\:x��¼dfg?�dfgB�!E[h �pg?>a�Ø��6Mxsg[�[]_zªhÈ��� � Z[gBgW]WhÈxsg?�´�×� � xsn�\_pÏ]e�?nT� r4hx� «W¨p« � �)�.�����« �[�XN G ZD~ � ¨ª«m¨ � G � «!( $�� ¨ " ()( �+��"�� ¬ "ehÀ`NX?^:dfgB�W]_^B�#c(]_^:zÒxi�[h � ]_^:zfdfg@h?X[X@� Q ~ f ef ¡m~Nh Q ¡W¡ I �� d � � �Ø�@t��?lm�WZNom]eg×xsg[�Âyk�����?,´xsz+gW]_^Th S � ©w§4¨ N G � ©w§ "%��� S ��U&URV�� G ��� ¬ hS 2 S0{(^B]enBnTh � UNbex 2 x�\:UWg�h[@ � h I �W�W�?�� d ~ � lØ�y	H�?lkdfzfnBn:UWg@ha8:{(^BU!Hxi[dfzfdfnB\BdfbîzfU!�Wdfb�E[h ¥a©w¨ � � ¬ � «!( $&� ¨ " (�( � ��"R� ¬ "Th�c(UWzª�Q �?hHX[X@�H~ I&e �m~Nh I �W�W�?�� d � �%2 �c�Ø�B4anB]��WZ[]_�Hx?hÀSa��@H]_^:^:]��WZ?\eh�cå��68^:]_dfg[Uel?dfb:�@hH`À�[`c]e]w\B�Hxs^4xsVYdªhNxsg[��Ø�(`Nb4�cZ[z \B]Who8�@HZB���_o�p � ^4xsgcZ[zÒxs^�r � ]_lm]_zfnYUsr )aZ[xszfd \pochT,äd \B�0�kX[X[zfdfbex��\:dfUWg?nÁ\:U0�8x�\:x0�¼dfg?dfgB�Lxsg[�=\:Uä`c\B^:Z[bw\BZ[^4xsz �pgm\:]��W^:d \poàUsrå�a]_^:UWnBXHxsb_]`c\B^:Z[bw\BZ[^:]_n�E[hTF ©jGe¬ "&"�������� §PG � ¨ � " b�K ¨ � $&� ¨ " © � «W¨ � G � «!( N G ����" © "R� ¬ " G �¨ � "�^ Gm©w¨ � ¥ Z_" © � ¬:« � S �!U&URV $���� GW© Z «W¨ � G � W Ge¬ �)" ¨ V ^ ¥DS $HF W Q \�]�]�] hc�Ý\B�zÒxsgc\:x?h � ]_UW^��WdÒx?h.	mZ?z o I f eÀIRd hÀX[X@� f 1m� e f dWQ h Q ¡W¡W¡?�� d � �%2 �T���i4an:]��WZ[]_�Hx?hN`À� 2 �W`N]_]_zÒxsV¼hT���sS8�s�kUWz+�WZ[dfg�h�cå��68^:]_dfg[Uel?dfb:�@hWxsg[�Sa� ��,��ÀtuxsU[hn8w`c\:x�\:dfn�\:dfbexsz(xsg[�Ä�a]_VYX[nB\B]_^B��`c�Hx�r�]_^ktE]eb:�[g[d �cZ[]_nØdfg�tE]_n�\B�dfgB�a`c\:^BZ[bw\:Z?^4xsz �pgc\B]��W^:d \po�UsrH�k]e^BUWn:XHxsb_]%`c\:^BZ[bw\:Z?^:]_n�E[h�F ©HGT¬�I�G �x$�� ¨ " © � « *¨ � G � «!( N G ����" © "�� ¬ " G �t$&� ¨ " ()( �+��"�� ¨ �[" ¬ � � G!( G ���)" § h � xsg7�!gWU!gjhct}�HxsdfzÒxsg[�@h�a]_b_]eVoÀ]e^ I f eÀIRd h Q ¡W¡W¡?hHX?X@� f � f e f �W�?�� �W¡ � {#�N`Nxsgc\BdfX[^4xi?�[U!@hN�Ø�WtM��l��WZ?om]_g@h�,��m{u]_�[^�o?b��WhNxsg[�hcå�!68^:]_dfg[UTlNdfb4�@h8 � U!�Wdfbw�pVYUs\Bd lWx�\B]e�0b4�[UWdfb_]ÄUsrMr�Z7�R�woLzfU!�Wdfb�UWXÀ]_^4x�\BUW^:n�E[hDF ©jGe¬iIDSAvxwyw *$j�0�T� Q \�]�]!b h��¼]_z+ÀUWZ[^:g?]mh?�aZ[n�\:^:xszfdÒx?h Q ¡W¡ I p¹\:UîxsX[XÀ]Txs^&rw�� � I�� �×�W`cdf�[�HxsdÒxs�@hs�×�T�Ø� � df]�j]_^BVqxsg@h!l�� 2 �e{(^:xsn4xs�@hsxsg[�<c���68^:]_dfg[UTlNdfb4�@h8:�O�W]_UWVY]w\:^BdfbkxsX?X[^:Umxsb4�q\BUØb_zÒxsnBn:d �Hbex�\BdfUWg½Usrj\B^4xsn:�Ydfgt�Wdfg?g[]_�YbeUs\�\BUWgBE[h
k�" G Z ¦ �)� «W¨3GW© � ¬T§ hBc6UWzª� I ¡?h.lkU[� Q h[X[X@�À~W~ e � Q h Q ¡W¡W¡?�� � Q�� `j�Â`N^Bd+gN^Bdfn:�[g[xsg@h 2 �¼�a^:xsd+�ex?h)�Ø�Á|adf]Wh0`j�¼�Ø�Ä`c\:xs^�gcnThLxsg?� cå�68^:]_dfg[Uel?dfb4��hy8:�kZ?\BUWVqx�\:dfb�^:]wrÏ]e^B]_g[b_dfgB��UsrÈn4x�\B]_zfzfd \:]kxsg[�q^4xs�[xs^(dfVqxi�W]_n�E[h
F ©HGe¬ "&"&�!����� §�G � ¨ � " \�]�]!b $H�T�0� WYV §4¨ "�Z §j� � « � �Ä« �[�MN V ¦ " © �[" ¨ � ¬T§N G ����" © "R� ¬ "Th?tEZ[b_n:UWg@hÀ�k^:d+�_UWgHx?h[4abw\BU!À]e^a~ eÀI ¡?h Q ¡W¡ I p¹\:UqxsX?Xj]exs^&rw�� � f � `j�6���(`c\:xs^�gcnYxsg[��cå�968^:]_dfg[Uel?dfb:�@h<84�¼Z[z \Bd �pn:XÀ]_bw\:^:xsz}dfgclm]_^:nB]²X?^:U!?�zf]_VYnLdfgên4x�\B]_zfzfd \:]àdfVqxi�W]�X?^:Ucbe]_nBn:dfgB�!E[h �pg?> ���î�¼UW�HxsVqxs�?��� � x�r�xs^:d
p�]_�@� r4hB� « V " § � « �t$&����" © "�� ¬ "x� GW© $&� ' " ©w§ "�F ©HGc¦R( "�Z § hc{(^:Ucb_]_]e�?dfgB�Wn(UsrÀ\B�[]`N{ �py � �pgc\B]_^:gHx�\BdfUWgHxszj`NUcb_df]w\poMr�UW^94aX?\BdfbexszNy6gB�Wdfg[]_]_^:dfgB�[h�c(UWzª� f 1 d �?hc`?xsg�adf]��WU[hÀS%��h?X[X@� I f � eÀI 1m�?h I �W�W�?�� �i1 � `j�6���%`c\4xs^jgNn½xsg[��cå�T68^:]_dfg[Uel?dfb:�@h<8 � Ucbex�\:dfgB�´\:�[]²�k�?UWzf]¼XHx�\�\:]_^:gdfnoÀ]w\�\:]_^å\B�Hxsg)zfUNbex�\BdfgB�Äd \:nØX[df]_b_]_n�>½x5�W]_UWVY]w\:^Bdfb½]wvNX[zÒxsgHx�\BdfUWg)Usr8xsg]_VYX[df^:dfbexszuX[�[]_g[UWVY]_g[UWg@h E
k�" G Z ¦ ��� «W¨3GW© � ¬e§ hzc6UWzª�È�?hxl�U[�?1[h@X[X@� IWI � eIeQ?I h I �W�W�?�� � d�� `j������`m\4xs^jgNnÙxsg?� cå�A68^B]edfg?UTlNdfb4�@h 8:�a]_^BUWn:XHxsb_]0xsX[X[zfdfbex�\:dfUWg?n
Usrn:Usr¹\åb_UWVYX[ZN\:dfgB�Âxsg[�×dfgc\B]_^BlWxsz}b_UWVYX[Z?\:x�\BdfUWg[n�p¹�kd \B�)xsg
]_VYX[�HxsnBdfnåUWgVåZ[z \Bd �pnBXj]_bw\B^4xszån:x�\:]_zfzfd \B]0dfVqxi�Wdfg7��r E[h �pg?>é�×�A	mxsVYn:�?df�[dªhî�×�q@Àx�\:�[dªhxsg[�ÁtM�7@HZ[^:Z[g[xsn:�[d9p�]_�[ne� rwh W G � ¨ N G Zm~ � ¨ ����� � � � ( ¨ �)Zh"&�!� «��Ý« �[�h$&Z « ��"F ©HGe¬ " §4§ �)��� I F ©jGe¬ "&"�������� §_G � ¨ � " \�]�]�] L GW©�( � ¥ � ¨3G Z «W¨ � G �ON G ��� © " §4§
L ¥ N Q \�]�]�] � � « � � �<�M«%	(« ��� � J � �[" b�b���b�� � \�]�]�] hÝtk`���{6^:]_n:neh(�kz+[Z?�
�NZ?]e^ �NZ?]mh[X[X@�À�i1!1 e � d?I h Q ¡W¡W¡?�� �W� � `j�%`NZBBHxs^:xsVåZ@h(����)�� � x�\:]_neh}xsg[��cå�068^:]_dfg[Uel?dfb:�@hA8:�kX[X[zfdfbex�\:dfUWgUsrn68UWzfVYU!�WUW^BUTl¼S%UWVYX[zf]wv?d \po½\:U �pVqxi�W]�{(^BUNb_]_n:nBdfgB�B> �ª\ �pn8{uUWnBn:d+[zf]M\BU�ax_lm]¼x � ]_\�\B]e^²S%UWVYX[^B]enBn:dfUWg@h0[Z?\ �ª\ �pnClkUs\Y{uUWnBn:d+[zf]½\:U´�ax_lm]²\B�[]
� ]_nB\h4ag[]�E[hn� � (�( " ¨ �)� G � ¨ � "t� � ©HG ~�" « � ¥�§:§�GT¬ � «W¨ � G ��� GW© � � " GW© " ¨ � ¬4«!(N G Zm~ � ¨ " © W ¬ �#"R� ¬ " � � ¥ �aN W � hBc6UWzª�H�W�?h?X[X@� I 1 d�eÀIRd ¡?h I �W�W�?�� �m~ �%2 �6tE^:] � U
xsg[��c8zÒxs�?d+g�68^:]_dfg[Uel?dfb4��ho8:y(^:^BUW^îy(n�\:dfVqx�\BdfUWg[nîrÏUW^ �pg[�[d �^:]_bw\%�¼]exsnBZ[^:]_VY]_gc\Bn�> 2 xsg[�?UWVYd+�e]_�ålNnT�W�a]w\:]_^:VYdfg?dfnB\BdfbÝ�az+�WUW^:d \B�[VYnx@HUW^s � zÒxsb&gm� � UTvYue{(^:U!�W^:xsVYn�E[h�`j� 2 x � xsnB]Rg�xs^4xsg@h�{#�e{#xs^:�[xszfUWnTh!	[� 2 ]ed r�h�xsg[�<	H�
2 UWzfdfV p�]_�[ne� rwh ��« �[� ¦�GRG��tG �P} « �[� G Zo� U "���N G ZD~ � ¨ �)���Wh�68zfZc�Ý]_^eh Q ¡W¡ I �� �W� � 6å�Bc8dfzfzÒx_lm]_^:�[]Mxsg?��cå�[68^B]_dfg[UTlNdfb4�@hz8:� zfdfg[]exs^B��\:dfVY]axsz+�WUW^:d \B�[V�\B�Hx�\zfUNbex�\B]_nYzfUNbexszÝ]wvN\B^:]_Vqx�UsrMx¼rÏZ[g[bw\BdfUWgÙUsr8UWg[]qlWxs^BdÒxi[zf]½rÏ^:UWV dfgc\B]_^BlWxszVY]exsn:Z[^B]eVY]_gm\(^B]_n:Z[z \BnTh Eo$&� ¨ " ©�'�«�( N G ZD~ � ¨p«W¨ � G � § h.l�U[��1[h?X?X@� I ~s� eÀI �i1[hI �W� f �

� �W� � 6å�TcadfzfzÒxelm]_^:�[]Áxsg[�
c��n68^B]_dfg[UTlNdfb4�@ho8:{#xs^4xszfzf]_zkxsz+�WUW^:d \B�[Vè\:�Hx�\²zfUs�bex�\:]_n�zfUcbTxszØ]wvN\B^:]_VqxÙUsrYxÙrÏZ[g[bw\:dfUWgàUsråUWg[]×lWxs^BdÒxi[zf]Är�^BUWVÕdfgc\B]_^BlWxszVY]exsn:Z[^B]eVY]_gm\@^B]_n:Z[z \Bn�E[h�}�" ( � «c¦�( "AN G Zm~ � ¨ �����mhm`cZ[X[X[zf]_VY]_gc\apÏy6vc\B]eg?�[]_��D[n�\:^:xsbw\:n}UsrE�k{ ��SDu � d > �pgc\B]_^:gHx�\BdfUWgHxszy,ÂUW^�gcn:�[UWX½UWg½�aX[X[zfdfbex�\BdfUWg[n}Usr�pgc\B]_^BlsxszES%UWVYX[Z?\:x�\:dfUWg?nTh[y6z�{#xsnBU[h[t}|�h�@H]�[^T� Q f eNQ!d h I �W� d r4hHX[X@� Q?IeQ�eQ?I �?h I �W� d �� ~s¡ � )��7,Â]_g@hH�Ø��)�� � x�\:]_neh[	[� � ]_b&gÀhBcå�768^:]_dfg[Uel?dfb4��hHxsg[� � � 2 �B68]_zfzf]_^Th8:tEUT�}xs^B�[n6xsZ?\:UWVqx�\BdfbÝ�[]w\B]ebw\BdfUWgYUsrj]e^B^:UWg[]_UWZ[n#VY]exsn:Z[^B]_VY]egm\u^:]_nBZ[z \:nudfgx{�W^4xelNd \poî�[x�\4xiHxsnB]�E[h[F ©HGe¬ "&"&�!����� §{G � ¨ � " \�]�]!b $H�T�0� WYV §:¨ "�Z §j� � « � �« �[��N V ¦ " © �[" ¨ � ¬e§ N G ����" © "�� ¬ "ThctEZ[b_n:UWg@hc�k^:d+�_UWgHx?h74abw\:U!À]_^}~ eÀI ¡?h Q ¡W¡ IpÏ\BUYxsX[XÀ]exs^�r4�
� ~ I�� 	[�a,´UWz !àlmUWg � Z?�[]_g�À]_^��0xsg[�|c���68^:]_dfg[Uel?dfb4��hC8wSÝxsg[�[df�Hx�\B]×`N]w\:nr�UW^MSÝUWVYX?zf]_v �pgc\B]_^Blsxsz%�a^Bd \:�[VY]w\Bdfb�E[h �pg�>��k^BZ[n:�[d+gW]_nB�Hx²�¼UW�[xsgc\poÂxsg[�S%�[d \B\:x � xs^4xsznpÏ]_�[nT� r4h�� © "��[� § �)��$&��� GW© Z «W¨ � G �O�[" ¬ � � G!( G � V � F ©HGT¬ "&"&"&� *�)��� §�G � ¨ � "�$�� ¨ " © � «W¨ � G � «!( N G ����" © "R� ¬ " G �=$&��� GW© Z «m¨ � G � �[" ¬ � � G!( *G � V $iN?$�� Q K�K � � �7� ¦:« �[" § 	6«W©�� $&�[��� «�� �<" ¬ "�Z ¦ " © \7]���\�\ � b�K�K�K h}tux�\:x�¼b � ^4xe�}����dfzfzªh�lk]w���a]_zf�[dªh[X?X@� Q f ¡ eNQ f!f h Q ¡W¡W¡?�� ~ Q�� 6å��,´UW^B�[]_g@h 2 ��4an:]��WZ[]_�Hx?hmS8��@H]_^B^:]��WZ?\ehm`j��laxi�exs^BdÒxsg@hs�Ø� � � � ]eUW^j�W]Wh�×�Y	[� � ]_UW^��W]Wh�cå��68^:]_dfg[Uel?dfb4��hz4���68UWn:�?]ezf]wlsx?hExsg[�´`j�ÈSÝxi[^:]_^4x?hn8 �pg?�\:]_^�lWxsz��¼]w\:�?UN�[nÁdfg lkUWg?�p�a]_nB\B^:Z[bw\Bd lm]×tE]_nB\BdfgB�)Usrå�k]_^:UWn:X[xsbe]×`c\B^:Z[bw�\:Z?^:]_n8xsg[��dfgÁ��xsVYVYU!�W^4xsX[�mo�E[hY$�� ¨ " © � «W¨ � G � «!( N G ����" © "R� ¬ " G ��$&� ¨ " © *'s«!( � " ¨ � G � §Ä« �[� ¨ � "R� ©²¥ ~�~ ( � ¬:«m¨ � G � �)�=k ( GN¦B«�( z~ ¨ ��Zh� U «W¨ � G � � $�^ *���n} �m¥ � Q K���� �k¥ ~ © � ( \�]���\ � � ^ « �	���)��� � N � ��� «��a¥M¦e§4¨�©B«m¬e¨ª§ huX[X@� IRdWQ�eIRd 1[h I �W�W�?�� ~ f � 6å�D,ÂUW^:�?]eg�h 2 �A4an:]��WZ[]_�Hx?hYSa�q@H]_^:^B]R�WZN\Thî`j�{lkxi�exs^:dÒxsg@h�yk� 2 Us��[^:d+�WZ?]R�Wh?��� � � � ]_UW^��W]WhH�×��	[� � ]_UW^��W]Wh�c���68^:]_dfg[UTlNdfb4�@hB4���68UWn:�?]ezf]wlsx?hxsg[�²`j�[S}xi?^:]_^4x?h?8 �pgm\:]_^BlsxszÈ�aX?X[^:Umxsb4�Y\BU_l�UWg?���a]_nB\B^:Z?b_\Bd lm]8tE]_nB\BdfgB�ØUsr�a]_^:UWnBXHxsb_]¼`m\:^BZ[bw\:Z[^B]_nîxsg[�
\BUÄ��xsVYVYU!�W^4xsX[�mo�E[h �pg?> � Uc]_\j�½�azf]wr�]_zf�xsg[� 2 xsZ[zE���[tE^:] � U%p�]_�[ne� rwh�$&� ¨ " ©�'�«!( N G Zm~ � ¨p«W¨ � G � §�« �[��� ¨ª§k¥ ~�~ ( � ¬4« *¨ � G � §#¨3G }a" «W§�G �.�)��� v �[��" ©<v � ¬ " ©w¨ª« ��� ¨ V �$� � G%	�( "&����"n}�"H~ © " § "�� ¨ª«m¨ � G � �« �[�XN G � ¨ª©HG!( � � " GW© V I F ©HGT¬ "�"&�!�)��� §hG � � ���D$iN�T^ Q K�� � L GW©��s§ � G ~ G �$�� ¨ " ©�'s«!( N G ZD~ � ¨ª«m¨ � G � §j� �H¨ ��L GW©�( �ON G ��� © " §4§PG ���0��~�" ©w¨ WYV §4¨ "RZ § h�O�]wv?dfb_UqS%d \pomhH�|�]wvNdfbeU[h I �W�W�?�� ~�1 � 6å��,´UW^B�[]_g@h 2 ��4an:]��WZ[]_�Hx?hmS8��@H]_^B^:]��WZ?\ehm`j��laxi�exs^BdÒxsg@hs�Ø� � � � ]eUW^j�W]Wh�×�i	[� � ]eUW^j�W]Whicå�i68^:]_dfg[UTlNdfb4�@h�4��i68UWnB�[]_zf]_lsx?hcxsg[�Y`À�WSÝxi[^B]e^:x?hY8 �pgm\:]_^B�lWxsz(�¼]_\B�[Uc�[nådfg lkUWgN���a]_nB\B^:Z[bw\Bd lm]YtE]_nB\BdfgB��Usr���x�\:]_^BdÒxszÝ`c\B^:Z[bw\BZ[^:]_njE[h
}�" ( � «N¦�( "�N G ZD~ � ¨ �)���WhBc6UWzª�À~Nh.l�U[�B1[hHX?X@� f 1 I&e f dWQ h Q ¡W¡ I �� ~ d�� �Ý]�[n:d \B]�UWgÁdfgm\:]_^�lWxszÈb_UWVYX[Z?\:x�\BdfUWg[n

������� ����������� �	�	� ��������� ��� ����! "�����#%$�&(' )*�	+�,-�

� ~s� � �å���(xsV¼h%�×�6�¼ZBg�xsdf�[UWg[U[h}xsg[��c��T68^B]_dfg[UTlNdfb4�@h{8 � ]_omUWg?� � ¡?h I�� \BU�pgc\B]_^Blsxszfnkxsg?�P@HZ?^B\B�[]_^�>6�aUA,´]qlk]_]_�½�kzfzYlk]w�O@HZB���woCc%xszfZ?]en �RE[hBF ©HG *¬ "&"&�!����� §PG � � � "P��� � � ¨ � $&� ¨ " © � «m¨ � G � «!(TS �!U&URV�WYV §4¨ "RZ §å¥�§4§&GT¬ � «W¨ � G �
L Gm©�( ��N G ��� © " §4§ $ S W ¥�Q K�K h?tuxsdfXÀ]_dªhctuxsd �}xsg@hc�aZ7�WZ[nB\ I ~ eNQ ¡?h?X[X�� I 1 f eI 1m�?h I �W�W�?�� ~W~ � �å� �(xsV¼h#�Ø�Èt��zlm�WZ?om]_g@h6xsg[��c��x68^:]_dfg[Uel?dfb:�@hD84�¼Z[z \:d � 2 ]_n:UWzfZN\:dfUWgtE]_b4�[g[d �cZ[]_n6dfgØ\:�?] 2 Z[zf]_n�� � xsn:]_� �pgc\B]_zfzfd+�W]egm\%SÝUWgm\B^:UWzÀ`coNnB\B]_VYn�>@�0i�g[d �lm]_^:n4xsz6�aX[X?^:UTvNdfVqx�\BdfUWg 2 ]_n:Z[z \jE[h0F ©HGe¬ "&"&�!����� §PG � ¨ � " b �[¨ � $H�T�0� $&� *¨ " © � «W¨ � G � «!( WYV Zm~ GW§ � � Z G �P$&� ¨ " ()( �+��"�� ¨ N G � ¨ª©HG!( ` $&� ¨ " (�( � ��"R� ¨ WYV §4¨ "RZ §« �[� W "�Zo� GW¨ � ¬T§ $ W $iN ` $ W ¥ W Q K�K h[SÝxsVh[^Bdf�B�W]WhW��xsnBn4xsb4�cZ[n:]w\�\:neh?`N]_X?\:]_Vî�À]e^ IRd�eÀI ~NhÀX[X�� Q?I f eNQ?I �?h I �W�W�?�� ~s� � �Ø�E|kdf]Wh9lØ�E��dfb&gcnTh � � 2 �x68]_zfzf]_^Thu���u�kZHxsg7�[h(xsg?��cå�y68^:]_dfg[UTlNdfb4�@h8:�aZ?\BUWVqx�\Bdfb
dfVqxi�W]´^B]��WdfnB\B^4x�\BdfUWg�HxsnB]_��UWg�x
@x@ut xsz+�WUW^Bd \:�[V�xsg[�
��� � ��yTl�c �3E[h?F ©jGe¬ "&"�������� §_G � ¨ � "<$iN�T}<k * \7]�]�] $&� ¨ " © � «W¨ � G � «�( N G � *��" © "�� ¬ " G ��}a"�Z Gm¨ " W "�� § �)��� « �[�Xk0$ W ` k0F W hÀ�}o?�[]_^:xiHxs�@h �pg?�[dÒx?hH�a]w�b_]eVoÀ]e^ I&e 1[h Q ¡W¡W¡?�



An Autonomous Metric (Polytope-Convex Hull)  For Relative Comparisons of MIQ

Daniel W. Repperger∇

∇ Air Force Research Laboratory,  AFRL/HECP, WPAFB, Ohio 45433, USA,  D.Repperger@IEEE.ORG

Abstract.   A means of measuring machine intelligence is presented. The technique is
based on geometric procedures and works best on relative comparisons across different
entities, rather than absolute comparisons of intelligence.

Key Words :   Measuring Machine Intelligence

I. INTRODUCTION

     Defining, evaluating, and obtaining viable
metrics for the measurement of autonomy,
machine intelligence quotient (MIQ), or
intelligence, in general, is a nontrivial task [1-
9].    It is generally agreed that intelligence
must be a high dimensional vector involving
multiple attributes of a human or machine
(Meystel [1]).  Defining the relevant
dimensions is also not a trivial task and much
controversy exists.  Even the discussion on
how testing on intelligence is performed with
humans creates controversy on which mental
abilities constitute intelligence.  The relevant
issues include whether the IQ obtained, e.g.
by the Stanford-Binet Intelligence Scale or
the Wechsler Scales, are fair measures.
Additional controversy also exists that certain
less privileged racial, ethnic, or social groups
do not have fair representations on the test
questions pertinent to their living
environments.
     Albus [2] defines intelligence as having
many dimensions. He also recognizes degrees
or levels of intelligence.  Some of the
influencing parameters in describing features
of intelligence for unmanned ground vehicles
include, but are not limited to:
(1) The computational power and memory
capacity of the system’s brain (or computer),
(2)  The sophistication of the processes
the system employs for sensory processing,
world modeling, behavior generation, value
judgment, communication, and,

(3) The quality and quantity of
information and values the system has
stored in its memory.

The measure of intelligence is also predicated
on the success in solving problems,
anticipating the future, and acting so as to
maximize the likelihood of achieving goals.
Obviously intelligence is goal oriented and
related to success. The presumption is that
different levels of intelligence produce
dissimilar probabilities of success in the
accomplishment of specific missions.
     In studying autonomous systems [3], there
are numerous (analogous) systems that can be
examined for attributes both within and across
processes that relate to autonomy. Some of
these systems include living things (birds,
fish, insects), intelligent highway vehicle
systems, mobile robots, control of  satellites
in orbit, underwater vehicles systems,
helicopters, tanks, human-machine interfaces,
unmanned air vehicles, swarms of robots,  and
a host of  other processes.  In studying
unmanned air vehicle systems (UAVs) [8,10]
autonomy is desired since the goal is to
maximize the ratio of UAVs/operators for a
number of important reasons. The advantages
include the significant reduction in cost, the
elimination of the need to include a life
support system (significantly reducing fuel
and weight requirements),  decreased
vulnerability if the UAV is shot down or
captured, enhancing reliability and robustness
with multiple opportunities to achieve a
mission, as well as other important traits.
Again, in the design of UAVs, it is desired to



have a metric to compare within and across
different systems on the level of autonomy or
intelligence designed in the aircraft.
    It was pointed out in [4] that, at best, a
measure of machine intelligence (MIQ) is a
relative metric and it is difficult to have an
absolute measure. This paper will discuss a
relative means of determining  how to
contrast across different machines for
comparative intelligence or autonomy. The
goal is to have an objective measure to
demonstrate that one machine has higher or
lower degrees of intelligence or autonomy in
comparison to another machine. Thus the
designer can rate different machines in terms
of their relative MIQ and investigate trade-
offs between gain in MIQ versus cost and the
benefits derived. It is cautioned that MIQ is
very mission specific, and unless the mission
can be accomplished with the appropriate
level of success, then the machine may still
not be appropriate.   In other words, the
appropriate tool has to be able to perform the
given task. Success in a mission is the final
measure that demonstrates that a machine has
the appropriate MIQ for a given application.
To understand the metric introduced here,
some basics need to be reviewed and
discussed to better grasp how the measure of
MIQ was constructed herein.

II. Some Basic Definitions
     To understand the ensuing definition of
MIQ, some basic concepts need to be
reviewed. We present the fundamental
nomenclature via  key definitions.

Definition 1 – Convexity:
A subset A of Rn  is convex if, for any vectors
x and y in A and scalars r and s with r ≥ 0 and
s ≥ 0, r + s = 1, then every point r x + s y
remains in A. In other words, if we have a
convex set (2 dimensions) A with two points x
and y, then if we draw a line from the point x
to y, every point on the line remains inside the

Figure 1 – The Convex Set A of a Circle
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surface A.  Figure 1 illustrates a circle in
which the points x and y lie inside the circle.
Drawing a line from the point x to the point y
still remains inside the circle A.  Also, every
point along the line joining x to y also lies
within the set A and no point on the line is
outside the set A.    Other examples of convex
spaces in 3 dimensions include a cube, a
sphere, etc.  A cube is defined as follows:
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It is also worthwhile to look at a surface
which is not convex. Example 1 describes a
set of points, which is not convex.

Example 1–A set of points in a nonconvex set
The set A of points in R2 defined by:
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(2)

Figure 2 is a plot of the nonconvex surface A.
It is easily seen that a line cannot be drawn
between any two points x and y  in A and
have every point on the line joining the points
still lie in A. Thus the surface A in figure 2 is
a nonconvex surface. Sometimes it is
necessary to prove a surface is convex by the
definition of its constituent elements. The



following alternative definition is  useful for
this purpose.

Figure 2 – A Nonconvex Set A
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Alternative Definition of Convexity:
A function f(x) is convex if for all x, y and λ
such that:  0  ≤ λ ≤ 1,
   f(λ x + (1- λ) y)  ≤  λ f(x) + (1 - λ) f(y)    (3)

The next three definitions will prepare for the
appropriate definition of MIQ.  Definition 2
refers to the outer surface (Convex Hull) that
encloses the convex set.

Definition 2 – Convex Hull:
    The convex cover (Convex Hull) of a
convex set is what bounds the outside of the
convex set. For figure 1, it is the
circumference of the circle. For the cube of
equation (1), the Convex Hull is the six
surfaces of the cube. To define the Convex
Hull more formally:
Let B be any subset of Rn and CH(B) is the
convex hull of  B if it contains all the convex
combinations of the elements of B, i.e.

 CH(B) = { x : there are elements  x1, x2, …,
xn in B such that x is a convex combination of
all of the xi elements considered}

Hence the Convex Hull is the outside
bounding surface of the convex set. The next
definition generalizes this concept to multiple
dimensions. Polytopes have many definitions,

e.g. with respect to classes of polynomials
[11], with respect to matrices [12], and also
with reference to general convex-compact sets
[13].  Here the choice is made to use the term
polytope with respect to geometric figures.
For a set of points in Rn where n ≥ 2, the
concept of  convexity is now extended to
multiple dimensions.

Definition 3 – Polytope:
    Given the subset A of Rn  which is a
polytope if, for any vectors x and y in A and
scalars r and s with r ≥ 0 and s ≥ 0, r + s = 1,
then every point r x + s y  still remains in A.
This generalizes for n ≥ 2 and all points can
be connected in A. Figure 3 illustrates a
triangle as a 2 dimensional convex set and
figure 4 generalizes this result to 3
dimensions. The goal is to increase n to any
number greater than 2 and triangles or
geometric figures with vertices will be used in
each dimension.

Figure 3 – A Triangle as a 2-dimensional Polytope



Figure 4 – A Triangle Extended as a 3-dimensional Polytope

Definition 4 – MIQ as a Polytope:
    The prior definitions have provided some
valuable tools to help in the definition of a
measure of MIQ in multiaxes, as is necessary
since intelligence is such a multidimensional
process. There is a 3 step process in
developing this methodology.
Step 1: Consider a minimum of  3 attributes
for a 2 dimensional definition of MIQ.
Step 2: Generalize this result to 4 or more
attributes in this 2-dimensional (planar space).
In the two dimensional space, the map now
extrapolates with any number of features
necessary to complete the mission.
Step 3: The last step takes the generalization
to a third or higher dimension. In all cases all
the figures constructed are Convex Hulls or
polytopes. Thus comparisons can always be
made within any dimension involving two or
more machines to be considered.  To explain
this better, figure 5 illustrates the Step 1
process with the 3 attributes of intelligence
[2] being defined as: goals achieved (task
performance), uncertainty in the environment,
and sensors available. Figure 6 now

Figure 5 – First Definition of MIQ with 3 Axes (Intelligence Attributes)
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Goals Achieved

Sensors 
Available

Uncertainty in the Environment

extrapolates the previous figure  to include a
total of 5 attributes in the planar dimension
with the addition of two more attributes of
intelligence selected including: actuators
controlled and a priori knowledge.  Finally
figure 7 generalizes to 3 dimensions with the
addition of three additional intelligence
attributes in the third dimension, including:
accuracy level, time efficiency, and energy

Figure 6 – Generalization of  Figure 5 to now Include 5 Attributes
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Figure 7 – Generalization of Figure 6 to 3 Dimensions With 8 Attributes.
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efficiency [9]. To this point, the process has
been an abstraction; in the next section a
comparison is made of relative examples to
illustrate how to use this methodology.

Methodology to Compare Across Machines
     To illustrate how to use the methodology,
four examples are considered with (presumed)
increasing  levels of intelligence (machine or
nonmachine). They include:

(1) A toaster.
(2) A washing machine with fuzzy logic

to detect quality of cleaning.
(3) An insect (ant).
(4) A human operator.

Due to the complexity of representation,
figure 8 portrays a comparison of the washing
machine with fuzzy logic to the toaster using
the simplified planar representation

Figure 8 – Comparison of a Toaster and Clothes Washer With Fuzzy Logic
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Figure 9 – Comparison of a Human, Ant and Toaster
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introduced in figure 5.  Obviously the more
intelligent machine is further displaced from
the origin and due to the convexity of the
polytope,  it is seen that, in general, the fuzzy
logic system appears to have greater machine
intelligence (area measure). In  figure 9, the
evaluation of MIQ is now made between the
mixture of living things and machines. The
comparison involves a human, an ant, and a
toaster. Here the relative hierarchy is
specified by the amount of area or volume
contained in each polytope.  Thus the
intelligence measure is very relative (not
absolute) to compare across living things and
machines. To summarize the results so far, the
following paradigm is suggested on how to
synthesize this MIQ metric:
Steps in Synthesizing the MIQ Paradigm:
(i) For the specific mission, define the axes of
the polytope to be relevant to the performance
of the mission under consideration (e.g. a
toaster cannot clean a rug, nor can a washing
machine toast a piece of bread).
(ii) Define the scales of each axes of the
polytope relevant to the mission of interest.
(iii)  Plot alternative machines on the same
axes.
(iv) The hypervolume resulting will provide a
relative (not absolute) comparison of the
efficacy of a particular machine to perform
certain missions.

     Recall there is no absolute standard
(however, an existing machine could be a



baseline for comparison purposes) and, at
best, the relevance of each machine to
perform a specific mission can be better
understood via this procedure.

III. Summary and Conclusions

     Using properties such as convexity and
relative measures of  machine intelligence, the
effectiveness to perform specific missions
under various conditions can be determined.
It is difficult to obtain an absolute measure of
MIQ but by comparison to baseline or
existing machines in use, there is some value
in the relative comparison. The results can be
extended to any level of complexity by
considering convex polytopes in a multiple
dimensional space.
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Decision-Making and Learning - Comparing Orthogonal Methods to Majority-Voting
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Abstract.   A study on learning and decision-making methods was conducted by
comparing an orthogonal methodology of manipulating data versus that of a majority-
voting procedure. The latter method has recently become popular in the literature
involving applications such as pattern recognition.  To evaluate the differences between
the proposed methods, data from a multidimensional paradigm involving decision-
making and learning are analyzed. A number of basic concepts from estimation and
information theory are first discussed to understand both the motivation and the
underlining issues involved in conducting this study.

Key Words :   Decision Making Methods

I. INTRODUCTION

   Learning and decision-making are processes
that adapt and are highly multidimensional
[1].  Also when developing autonomous
systems, there is considerable interest in
adaptability as an intelligent means of
modifying behavior as new data are acquired.
Much like learning, decision-making to
improve the quality of information has similar
and related issues to designing intelligence in
autonomous systems [1,2,3,4].   In a recent
study [5], it has been demonstrated that it is
possible to build a decision-making scheme
from a “bottoms up” approach starting with a
vector of orthogonal classifiers. Alternatively,
a different approach involving classification
and learning procedures occurs in pattern
recognition schemes [6] where a scalar
measure (majority-voting) can be compared to
the hyperplane method as discussed in [5].
This paper will cover the basics of a decision-
making process and how it can be generalized
to learning by extrapolation of the techniques
presented here. Both methods are highly
adaptable, which is of interest in a number of
special applications, and, in particular, for
intelligent control methods involving the
design of autonomy.  First it is important to
discuss some well-known results from

estimation and information theory which
motivate the orthogonal approach discussed
here.
    In estimation theory (e.g. in Kalman
filtering) the concept of  orthogonal
projection is well-known.  An optimal
estimator is recognized as having its error
vector orthogonal to the direction of the
measurement signal.  Another interpretation
of this result is that the residuals (difference
between the data and the estimator) should
contain zero information (the residuals are
random) and are not correlated with the state
estimate [7].  Hence one can view learning as
a process of making the residuals white
(containing no information) and the error of a
state vector remaining orthogonal to the
measurement set. Thus learning can proceed,
as new data are received, by updating the
estimator, accordingly, so that the resulting
residuals still contain minimal information.
This is also consistent with information
theory concepts in which the greatest
information is contained in the most unlikely
event and there is little new information in an
expected event [8].
     When multiple channels of data tell the
observer their potential classification of a
particular object, the decision can be
predicated on the orthogonal approach or



possibly on the majority vote of scalar
classifiers. There are two distinct points of
view:
(1) The first and traditional method (vector) is
that an optimal estimator can be built which
employs an orthogonal method described
above. As new data arrive, the estimator is
adapted so that the resulting error vector
remains orthogonal to the measurement set.
This methodology is not necessarily a scalar
process and hyperplanes can describe the
estimator when any number (n) of channels of
data are available.
(2) The second possibility (scalar) is that a
majority-voting scheme could be employed.
This differs from the method (1) because of n
(initially assumed to be odd) channels of data
could each individually select (binary
decision rule) their choice of a decision on the
classification of an object. The overall
decision is then based on the majority of the
decisions. This second method is a scalar
mapping; the first method involves a
hyperplane or vector methodology. It has
been shown mathematically [6] that the
second method can be as effective or better
than the first method in certain situations.
This paper will examine the relevant details
why learning or decision-making may benefit
from a majority viewpoint in contrast to an
orthogonal perspective. First the basics of
each of these processes are reviewed.

II. Examples Considered
    To better understand the relevant issues, the
basics are reviewed utilizing well-known
results involving information theory, Kalman
Filtering, and orthogonal pattern recognition
procedures.  The goal is to compare both
across and within different methodologies to
see similarities and differences on why certain
methods may help adapt in learning and why
a majority-voting scheme has some merit. The
first example arises from the basic
mathematical discussion of orthogonal
projection.

2.1 Optimality and Orthogonal Projection
    To provide the background to this
approach, it is first instructive to show the
fundamental relationship between optimality
and orthogonal projection.  Given a linear
space X with inner product  <x, y>  defined
for any two elements using the L2 norm:
                  || x || = < x,x > 1/2                          (1)
A fundamental theorem is borrowed from the
classical literature in this area [9].
Theorem 1:  || ˆ  x y−  || is a minimum for all
y ε M (the measurement set) , i.e.
   ||   x y− ||  ≥    || ˆ  x y−  ||     ∀  y ε M        (2)
if and only if ( ˆ  x y− ) is orthogonal to all y ε
M, i.e.:
         < ˆ  x y−  , y > = 0    ∀  y ε M              (3)
Proof:
First assume equation (3) is valid, then for
any y ε M,
 ||   x y−   ||2  =  || ( ˆ  x y− ) + ( ˆ   y y− ) ||2      (4)
 = || ˆx y− ||2 + 2<( ˆx y− ), ŷ y− >+ || ŷ y− ||2  (5)
where each ( ˆ  y y− ) ε M. But from equation
(3), the middle term of (5) vanishes yielding:
 ||   x y−  ||2 = ||( ˆ  x y− )||2 + || ( ˆ   y y− ) ||2     (6)
                      >     || ( ˆ  x y− ) ||2                    (7)
with equality if and only if   ˆ  y y= .  To
complete the proof, (assume (3) is not valid)
and that ŷ  minimizes ||   x y−   ||2  for all  y ε
M,  hence there exists some y1 ε M  such that:
         < ˆ  x y− , y1  >  =  α  ≠  0                    (8)
Then:        || 1ˆ   x y yβ− −   ||2  =
     || ( ˆ  x y− ) ||2  2 2

12   +  || y ||α β β−           (9)
Thus it appears that by appropriate choice of
β   it is possible to make the combined total
of the last two terms of (9)  negative, thus
contradicting the minimality of ŷ . Hence
such an element y1 of M cannot exist and this
shows the optimality criterion.
Remark:
The relationship between optimality and
orthogonality is immediately evident. The
orthogonal component y clearly minimizes
the function:



               J1 =  min || x – z ||                        (10)
over the set of vectors z in M  as illustrated in
the proof of this theorem.  Thus  if the goal is
optimality (in the sense of minimum
distance), then the orthogonal projection
provides a viable solution.  Next,  this concept
is described in terms of the well-known
Kalman filter and the principle of orthogonal
projection.
2.2 An Example from Estimation Theory
(Kalman Filter):

The well-known Kalman filter was
derived using the concept of orthogonal
projection [7,9,10].  For brevity, only the
basic details are presented here.  Let  x̂
denote the estimate of the state vector x as the
solution of the optimal linear filtering
problem. The error is  ˆ    x x x= −% .  Using the
expectation operator notation, the optimal
estimator at time t1,  provided by
measurements z(t) up to time t,  satisfies the
following two important properties:
(a) E{ x̂  ( t1 | t) } = E{ x(t1) }
(b) min  E{ || x%  (t1|t) ||2 }B  is achieved.
The matrix B is a positive definite matrix.
The orthogonal projection lemma relates to
the above conditions as follows:
Orthogonal Projection Lemma for the
Optimal Linear Estimator
The optimal estimator satisfying conditions
(a,b) above also satisfies the following
orthogonality condition [7,9,10]:
       E { ( x% (t1|t)) (z(t1)) } =  0                    (11)
Remark:  The Optimal Linear Estimator can
also be derived from Theorem 2 [10]:
Theorem 2:
A necessary and sufficient condition for the
linear estimator x̂   to be the least squares
(minimum variance) estimate is that
               E{ x̂ (t1|t)}=E{x(t1)}                    (12)
           E { ( x% (t1|t)) (z(t1)) } = 0                 (13)
In other words, if the estimator is unbiased
(12) and orthogonal (13) to the measurement
set, this is sufficient to minimize the least
squares deviations.  Hence orthogonality,
linearity, and being unbiased are sufficient to

guarantee optimality.  We represent this
concept in Figure 1 which portrays the error
signal ( x% (t1|t) ), the measurement vector
z(t1), and their orthogonal relationship. There
is an interesting geometric interpretation in
Figure 1 which elucidates the concept
considered in this paper.

Figure 1 - Orthogonality Relationship between  z(t) and

z(t) = Measurement Vector

x(t)

A

ˆ    x x x= −%

x%

Geometric Interpretation of  Figure 1:
    In Figure 1, one can view optimality in
terms of a distance measure. Starting at point
A as a center, a radius is drawn with length
x% (t1|t) as indicated by the arc. It has been
known since the time of early Greece that the
shortest distance from point A to the
measurement vector z(t) (line) occurs if the
radius is perpendicular to z(t).  Hence from a
geometric perspective, the orthogonal
projection is the minimum distance from a
point to a line and the relationship between
optimality and orthogonality is easily
understood.

The next example is gleaned from
information theory and insight is gained on
how to relate this prior work on estimation
theory to the information theory methods.

2.3 An Example from Information Theory
    The approach here will be to synthesize a
very complete model of an information
channel to account for an assortment of
possible losses and gains of information
through a variety of processes [11].  The
definition of the information I(x ; y) given by



an observed event y about a hypothesis x can
be specified in a probability sense as follows:

2
( | )

(  ;  )   log  
( )

p x y
I x y

p x
=   (bits)              (14)

The input set of x’s is defined as the discrete
and finite set X, and the output set of y’s,
correspondingly, is defined as Y.  In figure 2,
a flow graph (the information channel is
inside the dashed box) is constructed with the
following variables defined, accordingly:

Figure 2 - The Flow of Information Through A Channel
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H(x|y) =  Equivocation 

= Entropy or Lost Information

Input Set X Output Set Y

H(y|x) =  Noise

= Spurious Information

T(x,y)= Transmitted                              
Information+ +

+

H(x)  = Input information in the set X (the
information content of the set X).
H(y) = Output information in the set Y (the
information content of the set Y).
H(y|x) = The noise added to the information
channel (spurious information).
H(x|y) = The equivocation (entropy) which is
the information about the input set X that
might have been transmitted but was not.
T(x,y) = The transmitted information.
    Some other interpretations of these key
quantities can be stated. For example, H(x) is
the input information provided in the source
and H(y) is the output information received.
The equivocation can be viewed as the
average information still needed to specify an
x exactly after the evidence y has been taken
into account. The term average or expected
value of information is derived from the
fundamental definition of H(z) which is in the
form of an expected value operation on
information specified via:

  2
1

( )   ( ) log  
( )i

i i

H z p z
p z∑@   (bits)     (15)

Figure 2 displays the following equation
representations of these different types of
information measures:

( ) ( | ) ( , ) ( ) ( | )H x H x y T x y H y H y x− = = −   (16)
From figure 2, for a given information
channel, the input information H(x) and the
spurious information H(y|x) are generally
fixed and specified. The best the designer can
hope to accomplish is to reduce the
uncertainty (H(x|y) = entropy or equivocation)
by the choice of some design parameter or
procedure. Two productive results occur if
H(x|y) is reduced:

(a) The transmitted information T(x,y) is
increased.

(b) The received or output information
H(y) increases.

Hence reducing entropy or uncertainty, by
any means possible, can only help to improve
the quality of the decision-making or learning.
For an autonomous or intelligent system, this
can surely expand one dimension of
intelligence by the means in which a decision
is made. It will be shown in the sequel that the
orthogonal procedure can also be viewed as
an entropy reduction procedure.
    To illustrate how decision-making can be
realized from only an orthogonal approach, an
example from pattern recognition is now
introduced. Two approaches will be utilized
to solve this problem. The first approach will
be the construction of an orthogonal,
hyperplane methodology.  The second line of
attack will introduce the procedure termed
“majority-voting”.

2.4 An Example from Pattern Recognition
(Orthogonal Method)
    A system is described which provides a
means for improving the quality of
information derived from a decision-making
process by weighing certain multiple and
alternative information channels.  The method
is applied to data estimating the cognitive



workload state of a human operator dealing
with a complex task using noninvasive
sources of physiological data as a basis.
    In recent years, as the proliferation of data
becomes more and more persuasive, the
challenge increases in designing systems that
can process information in an innovative and
efficient manner.  The first system discussed
in this paper has as a goal the improvement of
the quality of information for making a
decision from alternative (and multiple)
sources of data. The potential data sources are
first rank ordered in terms of their efficacy for
making a binary decision. The next step is to
combine two alternative data sources in a
productive manner so as to glean out the
highest quality information.  By induction, the
process then generalizes to multiple,
alternative, data sources with the end goal of
continuing to improve the decision-making
process through the intelligent use of data. To
illustrate the applicability of the approach,
data relevant to the estimation of the state of
an operator (human controlling an automated
system) through the selection of certain, key,
physiological signals provides a platform to
test the efficacy of such a methodology [12].
    As humans deal with highly automated and
complex systems, it is sometimes desired to
obtain estimates of elevated demands of
cognitive workload as manifested by
physiological signals that may be gleaned in a
noninvasive manner. Once an identification of
the operator in a high workload state is
verified, the automation level of the system
may be adjusted to maintain effectiveness of
the mission [2,11]. Figure 3 illustrates the
operator in a human-machine interaction
system with physiological data being
monitored. Figure 4 depicts the basis of the
decision rule (low or high workload state) that
will be investigated in this study with the goal
of improving decision-making by using
multiple channels of data in a productive
sense. In Figure 4, the data displayed may be
from as many as 43 possible physiological

Figure 3- Physiological Signals to Detect Workload
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Figure 4- The Basis for The Decision Rule 
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2.5 The Statistical Decision Rule
    Figure 5 portrays the ROC (relative
operating characteristic) curve for data
representative of figures 4 and 6.

P(false alarm) = β

Figure 5 – The ROC Curve
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    The ROC  was originally derived in signal
detection theory, but has found widespread
use in other areas.  The plot in Figure 5  has



Interbeat Data
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Figure 6 – Interbeat Heart Rate Data

as the dependent variable the term 1-α versus
the independent variable β  as derived from
Figure 4. This may be viewed as the plot of
the probability of a hit versus the probability
of a false alarm in a binary decision rule
[2,11,13] and can be shown to be the
depiction of the two cumulative distribution
functions of the densities of Figure 4.  In an
ideal decision-making process, the ROC
curves moves upward to the left most
diagonal (a measure of uncertainty, cf. Figure
5). Performance measures of such systems
may be the minimum diagonal distance
proximal to the upper left diagonal or the area
under the ROC curve. An application to test
the algorithm presented here is next
described.

2.6 Testing the State of the Human
      Operator
     From [12] there exist 43 possible data
channels including physiological variables
such as interbreath, interheart beat, and
various electrode signals obtained as an
operator performs a difficult task. Figure 6
illustrates the interbeat data for the two-
workload conditions (high and low) and
Figure 7 is the resulting cumulative
distribution functions. Figure 8 is the
corresponding ROC curve. Since the ROC
curve is above the diagonal (random guess),
this data variable is useful for predicting the
state of the operator.  The challenging
problem discussed here is how to use two or
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Figure 7 – CDFs for Figure 6 Data
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more alternative data channels to improve
upon the decision-making capability. After
this procedure is illustrated for two channels,
by induction, the process then generalizes to n
channels.
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2.7 The Orthogonal Algorithm
    The algorithm to develop the decision rule
has two steps:
Step 1: Rank order all data variables using the
ROC curve.
Step 2: Select two or more data variables that
yield a productive ROC curve, and then
develop cross plots of the distributions. The
decision rule is the hyperplane that separates
the two distributions in an appropriate
manner. Appropriate is based on an
orthogonal projection between the centroids
of the candidate distributions [14].

2.8 Implementation
    Step 1 was implemented by plotting 43
ROC curves for all the data variables of



interest. The efficacy (objective metric) was
the minimum distance along the diagonal
from the upper left corner to the ROC curve
(cf. Figure 5). Thus all 43 data channels could
be rank ordered, according to their ability to
improve on the binary decision rule.
Step 2 was implemented by developing cross
plots of two candidate distributions. The
centroids were then calculated for each
distribution. A line was drawn between the
centroids. A perpendicular line was then
constructed to separate the two distributions
at a point determined by a ratio involving the
distance of the respective ROC curves from
their upper left corner on the diagonal in
Figure 5.  This decision rule then generalizes
to a hyperplane as more variables are
included. The overall decision rule (cf.
Figures 9 and 10, for example) is that the

Figure 9 – Separating The Workload Data
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Figure 10 – Construction of A Decision Hyperplane
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selection is made of the high workload
condition if the points fall below the
hyperplane. Above the hyperplane is
considered the low workload condition. The
results then generalize to multiple channels of
data and the decision rule is a vector based on
ROC curves and hyperplane surfaces as
shown in Figure 10 for any number of data
channels. Also this method can be viewed as a
means of reducing entropy by expanding the
dimension set. In multiple dimensions, the
entropy (lost information) is constantly
reduced when the hyperplane includes more
discriminate points in an n dimensional space.

2.9 An Example from Pattern Recognition
(Majority-Voting Procedure)
    It has been shown mathematically [6] that a
highly simple (scalar) algorithm can perform
as well or better than an orthogonal scheme
just described. Figure 11 displays a bank of
classifiers (n is assumed to be an odd
number). Each classifier makes an individual

Data

Classifier 1 Decision d1
Scalar

Decision

Classifier 2 Decision d2

Classifier n Decision dn

……
…

Figure 11 – Majority-Voting – A Scalar Decision-Making Process

decision on the binary decision rule. The
overall decision is simply the majority vote of
these n classifiers. The advantages and
disadvantages of this procedure are briefly
described:



2.10 Advantages of the Majority-Voting
        Procedure
    Obviously, simplicity and the scalar nature
of the process described in figure 11 is
attractive, since computationally this process
is much easier. Simplicity usually includes the
attributes of reliability and robustness.

2.11 Disadvantages of the Majority-Voting
        Procedure

The disadvantage of the configuration
in figure 11 occurs if the number of classifiers
is small or does not fully represent the
probability space concerning the important
variables required in making a decision.  If
the number of classifiers n → ∞, then it is
obvious that the appropriate variables will be
considered.  This is analogous to the problem
of “persistence excitation” in adaptive control
theory.  If, however,  the system does not
fully exploit the entire information set, then
erroneous results may occur.  Hence incorrect
outcomes will occur if n is sufficiently small
or does not include relevant information for
making a key decision. We study the results
with the application discussed previously.

III. Application to Experimental Data
    Using data from [12] workload estimation
of the human operator, the orthogonal method
will be compared to a majority-voting
scheme.

3.1 Comparison of the Orthogonal
      Approach to Majority-Voting
    The comparison between these two sets of
classifiers was conducted by studying three
classifiers with a different data set as input to
each classifier. This system was tested in an
orthogonal sense as well as with the majority-
voting scheme. The three selected
physiological data sets from the 43 possible
included: (1) interbeat (heart rate data), (2)
electrode zero- alpha (the alpha brain wave
from an electrode denoted as zero), and (3)
electrode one- delta (the delta brain wave

from the electrode denoted as number 1).  It is
noted that there were three nonelectrode data
channels (interbeat, interbreath, and eyeblink)
and 8 electrodes with 5 channels each of
brain-wave data recorded. This gave a total of
43 channels of data possible to detect whether
the operator was in a state of high or low
workload. As these data were collected, the
operator performed tasks, which were known
to elicit a state of high or low workload by the
task’s relative complexity and subjective
comments collected.
    The ROC curves of  figure 5 were
determined for all three data sets. The
variable σ will be used to measure the
distance from the diagonal to the upper left
hand corner of the ROC curve along the
vertical axis. Note 0.5 > σ > 0 because a
random guess line is described by the
diagonal that goes from the (0,0) point to the
(1, 1) in figure 5 and the efficacy of the
estimator is the proximity of the ROC curve
intersecting the diagonal going from (0,1) to
(1,0).  Four tests were performed. The
classifiers were rank ordered by their σ values
(the smaller σ is a better estimator). The
orthogonal method and the majority voting
method were both utilized to classify 210
points (106 in the high workload case and 104
in the low workload case). Table 1 shows the
efficacy of the classifiers, alone. It lists the
data utilized and the σ value for each
classifier.

Table1–Efficacy of A Classifier Acting Alone

Classifier
Number

Data Variable
Utilized

σ from the
ROC Curve

Classifier - 1 Interbeat
(heartrate) data

0.15

Classifier - 2 Electrode 1-
delta wave

0.27

Classifier - 3 Electrode – 0 –
alpha wave

0.32



Thus as the classifier number increases, its
ability to perform accurate decision-making
degrades accordingly. The performance of
these classifiers is now evaluated in both an
orthogonal sense as well as in a majority-
voting scheme.  In Table 2, the errors e1

represent the data points that were high
workload but were wrongly classified as low
workload.  The errors e2 represent the data
points that were low workload but were
wrongly classified as high workload.  The
errors e3 were the errors the majority voting
scheme wrongly classified in either case. The
overall performance results are displayed in
Table 2. For two classifiers, the majority-
voting scheme was considered inaccurate if
both classifiers did not reach the same
conclusion.

 Table 2 – Performance of The
Orthogonal Method versus Majority-Voting

Tests and
Classifiers

e1

errors
e2 errors e3 errors

Test 1: C1 + C3 12 24 30
Test 2: C1 + C2 14 21 28
Test 3: C2 + C3 8 0 8
Test 4:
C1+C2+C3

4 0 6

IV. Discussion of Results
     From Table 2, some interesting results
appear.  When two classifiers are considered,
the majority-voting scheme performs as well
or better than the orthogonal method. As we
go to higher dimensions, however, (Test 4),
the combined effect of e1 and e2 errors is less
for the orthogonal method as compared to the
majority scheme. Also the Test 3 results are
interesting because this is a poor estimator,
yet the orthogonal projection scheme seems to
include the relevant aspects of the decision-
making space. The benefits of increasing the
dimension of the orthogonal classifier seem to
outweigh the benefits derived from the

majority-voting scheme. As n gets larger, it
appears this effect is more pronounced.
Studies on ongoing to further investigate the
dimensionality effect both within and across
these candidate classifiers.
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A TOP DOWN THEORY OF LOGICAL MODELING

John Shosky, Ph.D.

AmericanUniversity, USA

INTRODUCTION

Scientists, logicians, mathematicians, and

linguists are among those who employ

models. Yet, there are various views o f

models. For example, Quine has defined

models as "a sequence o f sets'" and van

Fraassen sees them as ''specific structures, in

which all relevant parameters have specific

values.I
q2 H m k argues that they can be either

theoretical, as in a "set o f sentences which

can be matched with sentences in which the

theory i s expressed " or iconic, "some real or

imagined thing, or process, which behaves

similarly to some other thing or process, or in

some other way than in its behaviour i s

similar to it."
3

The variation in these

definitions reflects the many uses o f models.

The common ground between these

definitions i s that a model i s an analogy, or a

"relationship between two entities, processes,

or what you will,which allows inferences to

be made about one o f the  thing^... "^

Traditional models share a mapping function

in which the model and the system it

compares stand in an analogical relationship,

inviting horizontal comparisons and analysis.

Models have been important in the

development o f logic, especially modal

logics. In science, they are "the 'very basis

of scientific thinking. 1t6

5

Yet, the dangers o f such "bottom up"

analogical approaches are well known and

lurking in the background o f any serious

discussion about the appropriate use of

modeling. The analogy of the system under

examination i s always an artificial construct.

Various competitors rival the model, with

success based on the best analogy. Hence,

analogy becomes the primary task, and

problem. A model i s developed through a

theory-laden process that involves

assumptions about initial conditions and

applicable laws. It i s hard to separate out

those positive areas o f the model that are

similar to the system under analysis from the



negative areas that do not correspond to the

system. Comparing the properties o f the two

systems i s not enough. Analogical reasoning

does not occur in a vacuum. Also, trivial and

non-trivial modeling invites difficulties

because structural isomorphism is not enough

to account for similarity. There many be an

endless number o f systems that exhibit

similarity. Then, o f major concern, the

appearance o f possible counterfactuals may

doom the modeling enterpr i~e.~

But modeling i s vital, often indispensable.

Modeling can help provide knowledge not

directly accessible in the real world. For

instance, some models may provide a

powerful even superior, substitute for reality.

Theordoric of Freibourg's famous use o f

glass globes to simulate the role o f raindrops

in the formation of a rainbow show that

models may provide the only possible means

o f studying an otherwise unresearchable

process.
8

TYPE THEORY MODELING

In this short paperIwillargue for a top down

theory o f modeling, as presented by Aronson,

Harre, and Way. In this view, "theories are

not thought o f in terms o f the hypothetico -

deductive structure. Instead...theories are

thought o f as essentially involving chunks of

type-hierarchies ...I
t9 If th is i s so, then theory-

laden models already have types imbedded

within the theoretic framework. Often, the

type provides the direction, cohesion, and

focus o f the theoretical construct. So the

types are already there within the theory.

They simply have to be identified and used.

In the traditional comparison theory of

bottom up modeling, a potential model i s

examined against the actual world, whether

the real world i s viewed logically,

linguistically, or scientifically. The model

functions to emulate or duplicate aspects of

the real world, if not completely picture it.

Because the bottom up model is not the actual

world, but merely a representation, it may be

locked into a deductive structure that i s less

elastic than the real world. This allows for

avoidable difficulties in discussing possible

worlds. The bottom up model also may

generate counterfactuals that are known not to

be true in the real world.

However, for Aronson, Harrk, and Way,

theories are descriptions o f families of models



that are metaphysical devices for expressing

the ontology o f our world. OW

understanding o f the real world i s theory-

laden, and therefore bottom up modeling

invites comparisons which are problematic

from the beginning, inherently damaged by a

search for similarity that may tel l us litt le

about the actual world. Rather, they argue

that the theoretic nature o f our ontology must

be recognized and accepted. If so, then we

must look at what theories share in common.

Often, a model and the system it attempts to

emulate are sub-types o f a larger type. The

larger type is a concept that i s the genesis o f

many ways o f looking at the world. This

larger type can function as a source from

which hierarchies may be generated.

On this top down view, type theory becomes

crucial for modeling. Type identification and

analysis are prior to any comparison o f

models. By correctly identifying the larger

type or class for examination, models are

generated from the type itself. For example,

if one wanted to ask if the solar system is

"like an atom," one must recognize that the

type under discussion i s a notion o f a

complex system. Therefore, if a solar

system i s a complex system and an atom is a

complex system, then the question i s

answered, not by comparison o f the two, but

through an inherited relationship that i s

found in any complex system. The following

diagram illustrates the inheritance o f

relationships from the type at the top!'
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The structure o f the hierarchy generates the

similarity, which i s the answer to the question

about the atom and the solar system. Given

the view that both are complex systems, then

the solar system is like an atom. The

inheritance of the relationship i s the vital

factor in answering the question. The top

down theory presents a modeling system and

a system being modeled as "the lowest

subtypes in a hierarchy."" The explaining

theory incorporates them both.

Of course, the weakness o f this top

down view is the difficulty in identifylng the

proper type for discussion. The focus of

modeling would shift to this issue. But the

type-hierarchy model i s a recognition o f

advances in the generation o f appropriate

paradigms for scientific research and a

sophisticated use o f modal logic.I
2

The use

of a type-hierarchy model can help to filter

positive from negative analogies in a non-

arbitrary manner. Similarity i s a derived

relationship. Counterfactuals based on

analogy are side-stepped, thereby becoming

benign. Analysis i s primarily a function of

classification. l
3

CROSS-DISCIPLINARY DISCOURSE

The top down theory was extensively

analyzed in two conferences on cross-

disciplinary discourse in 2001 and 2002.

Sponsored by the Physical Science

Laboratory at New Mexico State University,

these conferences brought together scholars

from a variety of disciplines, from literature,

history o f science, mathematics, biology,

philosophy, robotics, computer sciences,

psychology, logic, and linguistics. Each

speaker discussed current issues and uses of

methodology within a discipline, and then

attempted to visualize cross-disciplinary

applications o f other methodologies. For

example, Stuart Kauffinan from Bios Group

discussed the application o f complex systems

in biology and logical consistency. Dan

Rothbart from George Mason University

examined various uses o f scientific

instrumentation in the development of new

methodologies. Michael Apter of

Goergetown University presented his findings

in reversal theory as relevant to both

psychology and decision theory. Luis Arata

of Quinnipiac University outlined a cross-

disciplinary approach between literature and

philosophy. A total o f 44 papers were

presented at these two conferences. A third

conference will be held in January, 2003. A

new journal, the JourmZ of Models and



Modeling, will showcase papers from these

conferences.

Based on discussions at these

conferences, there seem to be many ways to

visualize cross-disciplinary modeling. One

possible way to construct cross-disciplinary

models i s on the second-order level. T h i s i s

where a top down theory could be most

helpful. Consider the case o f someone trying

to forge a common model from sociology and

physics. The search for similarity i s the basis

o f most modeling. A category could be

selected as the starting point o f a top down

approach, allowing for the construction o f a

type hierarchy. Second order levels and

higher levels are accommodated by such an

approach, as the hierarchy simply expands

downward. On the meta-level, a top down

theory demands attention to such concepts as

"category", Yype", "similarity", and

"inheritance ". The philosophical debate

about these concepts will actually add to the

discussion, showing new ways to find

commonality or to pass down inheritance.

Logic and mathematics emerge as even

stronger candidates for the structure and

language of models.

CONCLUSIONS

1. In a top down view of modeling

horizontal analogical comparisons are

eliminated.

2. Commonalities between type-hierarchies

are inherited relationships.

3. The relevant focus for discussion of

models becomes the shared or unshared

type that generates or fails to generate two

or more models.
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Performance Evaluation o f Network Centric
Warfare Oriented Intelligent Systems

Edward Dawidowicz, Member, IEEE

Abstract

The concepts o f Network Centric Warfare [Alberts et. a1 19991
and its sibling Knowledge' Centric Warfare are critical elements
in achieving so-called Information Superiority. Both of these
concepts are not limited to military applications only, but are also
suitable in the areas o f business or daily life. For the latter
however, we should remove the term "warfare" to suggest more
appealing applications. The Knowledge Centric aspect is critical
in achieving effective Information Superiority "To transfer
knowledge, the receiver's context and experience must be taken

into account. The intended result is information is transferred in
context instead ofwith no context. [Harris, D.B. 19961

The main question remains not only what Network Centric (NC)
and Knowledge Centric (KC) are but also how these concepts can
effectively be used to pragmatically achieve Information
Superiority. The purpose o f this paper i s to discuss the NC and KC
aspects including network configuration, hnctions o f different
nodes of the network, the intelligence required to facilitate KC by
providing contextual information dissemination. The discussion
o f the key infrastructure elements will provide the foundation for
exploring the performance evaluation o f NCW oriented intelligent
systems.

The warfighter desires the 'right' information at the 'right' time.
Such information can be defined as contextual. The solution for
contextual information dissemination requires intelligent
information processing within the nodes o f the communication
network. The architecture required to support such intelligent
nodes is described in this paper.

Edward Dawidowicz U.S. Army Communications -
Electronic Command (CECOM), Research,
Development and Engineering Center (RDEC) Fort
Monmouth, NJ Tel(732) 427 - 4122,
edward.dawidowicz@,maill.monmouth.armv.mil

' Knowledge 1 obsolete: COGNIZANCE 2 a (1) : the fact or condition of
knowing something with familiarity gained through experience or
association (2) : acquaintance with or understanding of a science, art, or
technique b (1) : the fact or condition o f being aware o f something (2) : the
range o f one's information or understanding <answered to the best of my
knowledge> c : the circumstance or condition of apprehending truth or fact
through reasoning : COGNITION d : the fact or condition o fhaving
information or of being learned <a man o funusual knowledge>. From
Merriam Webster's Dictionary on line htto::iu~~.webster.com/cai -

b.in!d.ict.i.c.nm

I.INTRODUCTION

The defmition of the problem space must be declared
before evolving a solution to a particular problem within
the scope of Knowledge Centric Warfare. For the purpose
o f this discussion the problem space can be decomposed
into four main components:

1. The battlespace - the topology of the physical
space where the action i s taking place, the physical
laws, the involved equipment and the entities'
physical attributes

2. The doctrine, rules o f engagement, and policies,
3. The communication networks - where

information to support coordination o f effort and
execution of moves is transported,

4. And finally, contextual information packaging
and dissemination.

A. The World, Battlespace,
Decomposition

and Battlespace

The battlespace i s a model consisting o f the geography o f
the region, the position and capability o f friendly, neutral
and opposing units or entities. The entities are expressed as
sets o f physical and cognizant properties including models
o f maneuver, tactics, and combat capability. Based on
physical and cognizant properties and commander's goals,
these entities may assume either combat or combat support
postures. These entities are the players within the
battlespace. The battlespace problem is a collection of
issues, which the players must overcome to achieve mission
successes or to win a war.

The battlespace is partitioned into domains. The domains
are decomposed to reflect functional responsibility o f a
particular entity. The entities responsible for these domains
are dispersed throughout the battlespace and have a need to
communicate and collaborate. The battlefield problem
space is complex and subject to constant change due to
various factors such as weather, new threats, new tasks, and
unavailability of planned resources. These entities need an
information environment, which facilitates a capability for
dynamic configuratiodreconfiguration in order to meet
their need to rapidly form different mission-specific teams,
to be aware of their changing environment, and to have
contextually pertinent information temporally reflecting the
fluidity o f the battlespace.



B. Network Centric andKnowledge Centric

Metcalfe's Law2 suggests the power o f information
dissemination contained within a fully connected network,
however it says nothing about the quality and contextual
relevance o f the information such network can provide.
This power manifests i tself in the large amount o f
potentially available information accessible at the nodes of
a network. The question we must ask ourselves is what is
more desirable, a large volume of information, what ever it
might be, or a short but contextually relevant extraction
from that large volume.

Large volumes of redundant or irrelevant information will
overburden the communication channel rendering the NC
aspect less effective or useless. Prioritizing and
disseminating information based on the need to know and
as recipient's task critical requirement can further save the
communication bandwidth. Determining information
pertinence and packaging the information within a specific
level o f granularity, required by the recipients, becomes
therefore paramount in implementing the paradigm.

To analyze the NCW and KCW approaches we have to
consider current and evolving topological architectures o f
tactical networks. However, the topology o f the network is
a "parcel delivery infrastructure " and while it erroneously
seems to have no bearing on the actual context it i s
important for multilevel modeling. The success o f KCW
specifically depends on the contextual information
dissemination. To achieve contextual information
dissemination requires intelligent information processing at
every node of the network, except routers or similar
functioning devices, where information i s received and
sent.

The NC paradigm suggests the topology o f Figure 1 (c),
however such topology i s very difficult to achieve for
several reasons;
0 Unavailability o f required electromagnetic bandwidth,
l Line o f sight limitations
0 Doctrinal, echelon dependent communication

The topology o f a network for brigade and below is shown
in Figure 2. Additional battalions were omitted for
simplicity.

requirements.

a 9 P

Figure 1. Network configurations
(a) Simple star, (b) Cluster o f stars,

(c) Fully connected

The topology of Figure 2 lacks connectivity between
battalions and companies o f adjacent brigades. The
elements o f battalions are highly mobile and fiequently
come within weapons range of each other and must be
aware o f each other presence to avoid fratricide. The
problem is further exacerbated when these elements also
belong to different brigades. The situation awareness
information, o f units belonging to this brigade, must travel
up to the level o f the first brigade, must later be transmitted
to the second brigade, and finally must be disseminated to
the lower echelons. Whether the network topology remains
the same or changes, the need for intelligent processing at
the nodes is critical to contextually evaluate the
information about who done what and who needs to
know about that first.

C. Communication Network of the Battlespace
D. Knowledge Centric Network

Shown below in Figure 1 are representations of possible
network configurations. Fig.(b) i s best suited to depict a
typical military network, which represents for example,
communication between ground force companies,
battalions, or navy ships at sea. The hubs of the network,
shaded gray in Figure 1 b, may also represent unit clusters
consisting purely o f sensors, robots, and people or a
heterogeneous composition. For example, an M1Al tank
can be viewed as a hybrid o f sensors, weapons, and people
and can also represent one node in an armor company
network.

Metcalfe's Law, which states that the usefulness, or utility, o f a
network equals the square o f the number o f users. Named after
Robert Metcalfe, the founder o f 3Com Corporation and designer

the Ethernet protocol.

Understanding the information requirements for individual
recipients is essential to achieve effective contextual
information dissemination within the KC network. It i s
outside the scope of this paper to explore all the
requirements for all potential individual recipients on the
battlefield, however a general architecture must be defined.
In order to be effective, the architecture must answer the
following questions:

1. What is the echelon of the recipient
2. What duties does the recipient have at a specific

3. What is the state of battlefield variables
4. What information must be sent first

instance o f time
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Figure 2. Communications network for brigade and below

5. What is the level of granularity of the information

6. When must the information be sent
7. What does the recipient already knows

required

The major elements o f the KC architecture are based on
knowledge about the area o f responsibility or the duties and
tasks assigned and the echelon level o f the individual. Such
profiling is doctrinally driven and available in field
manuals. The content o f the information set is modeled on
those attributes. The required information profile is not a
template, or a table to be tilled out to meet the information
requirements, but i s a mapping function, which transforms
raw information and data into the information requirements
for individual recipients (Figure 3).

1

To RECIPIENT
Knowledge Representation must

be dynamic

Figure 3. Simple Information Processing based on
Knowledge Representation

The information profile contains attributes to answer
questions such as what echelon is the recipient, what
duties does the recipient have at that instance in time,
where is the recipient, what information must be sent,
and what is the level of granularity. To answer the
question what is the state of battlefield variables requires
an updated world model, a multilevel knowledge

representation o f the environment. The multilevel
knowledge representation of the environment will provide
the required inference to answer the question o f when to
send the information. The question what does the
recipient already know can be answered by maintaining a
repository o f previous transactions local to the information
source.

11. INTELLIGENTNODE ARCHITECTURE

Intelligent agent architecture, defined in earlier work
[Dawidowicz E, 19991, i s also applicable to the intelligent
node architecture, but requires modification and
improvement to qualify as an intelligent node described
here. The improvement is required specifically in the area
of adaptation o f the intelligent node to the changing
battlespace environment. A likely candidate for such
improvement is the application o f an intelligent controller
as described in semiotic modeling [Meystel A, 19951. This
model is applicable to both individual intelligent nodes As
well as to a cluster or clusters of collaborating intelligent
nodes. The analogy to intelligent automatic control is
evident and emphasized.

The think-before-act or the actuation simulation loop is the
foundation o f the proposed architecture and i s shown in
Figure 4. The Elementary Loop of Functioning is a goal
driven process. Before selecting a possible response for a
specific goal it generates, using the World Model, several
potential actions (this is not a complete sentence). The
best- actions are selected and used to stimulate the
simulated world (or environment). The simulated sensory
response is collected, processed and fed back into the world
model. This constitutes the contemplation o f think-before-
leap process and i s analogous to imagination.

A. Knowledge Representation Repository
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Figure 4. The Elementary Loop of Functioning (ELF)

The Knowledge Representation Repository (KRR) in
general, i s a description o f the world. The KRR contains
the model o f the anticipated and learned environment or the
battlespace. Specifically K R R

3 is a set consisting of, but not
limited to models of:

Representations o f terrain, in the sphere of interest,
with elevation data and features,
Physical geographical data of the terrain such as soil
properties, water levels, variations due to tide or
precipitation,
Physical objects that are known to appear in that
environment,
Object properties,
Objects which were detected in the environment,
Geo-spatial location o f the physical objects,
Associative relationships between objects,
Rules and procedures associated with certain
conditions o f relevant battlespace,
Specific activities the objects which are in the modeled
environment,
Meteorological data,
Profiles and information requirements o f the users,
Ontology for textual discourse

The KRR i s both, a process and a repository of information
subject to a phenomenon called reflection [Meystel A.
1995, ~681. The KRR will contain knowledge extracted
from doctrine, pollicies, operational requirements, mission
plans, maps, map features, equipment capability, and
situational awareness.

The KRR is updated by exchange o f information between
KRRs on the network. The rules of information exchange
depend on the geographic proximity between the nodes and
their functional interdependence. The rules within the KRR
are also updated using the Elementary Loop of Functioning
process discussed later and in [Meystel A. 1995, ~671.

To be valuable within the KCW paradigm the KRR must
contain the representations o f the information interchange

The modeling properties reflect a specific KRR level o f
representation and hence employ a particular resolution or
granularity appropriate to such level.

on at least three different levels; on its own level, on an
equivalent level o f functionally equal or functionally
different, and on one level above and one level below.
These levels are synonymous with echelons, while the
functionality i s derived from the service these echelons are
expected to perform and are critical in heterogeneous
KCW. For example this diversity in functional
representation will be instrumental in determining the
context of the message interchange, in close air support
mission, between the Army and Marine warfighters on the
ground and the Navy and Air Force pilots who provide the
air support to them.

B. Decision Making

The Decision -making process (DM) is initiated by a goal,
either given by a decision-maker from a level above or in
response to critical changes detected within the KRR. The
detected changes within the KR become critical when the
DM can detect or anticipate possible deviations fi-om the
plan. The goal o f the DM is to provide tasking to the
external actuators to correct the deviation fi-om the plan
under execution.

The DM within the intelligent node compares a current
situational picture to the picture anticipated based on a plan
in execution. The DM also prioritizes, required to be
performed tasks, based on a particular situation, or a
particular set of states. The rules o f KRR are used to
determine the priority o f a particular task. The
prioritization can be illustrated in a scenario when a

particular intelligent node is involved in a CAS mission and
the planes are a few minutes from delivering their
munitions on the enemy positions. The first priority o f that
particular node i s to prevent a potential fratricide situation,
by providing the pilots with the latest positions of the
fiiendly forces in the proximity of the anticipated kill zone.
The second priority is to notify the pilots o f where the
enemy is. However, when an enemy antiaircraft threat i s
detected, an intelligent node must make the threat
notification to the pilots f irst and then provide CAS critical
information.

C. Elementary Loop of Functioning

The DM is more complex than a typical follow-the-rules
process. It can 'reason' by invoking the Elementary Loop
of Functioning (ELF) [Messina E, Meystel A. 20001 Figure
54. By using the information in KRR it forms a hypothesis
as to what needs to be done. To test the hypothesis a

~ ~

Please note that Figure 5 is significantly different from
Figure4. The significant different is in another ELF which
runs from DM and another ELF within KRR. This
architecture allows the intelligent nodes to "correct " i ts
models on different levels o f resolution based on
knowledge representation shared and received.



command or a set o f commands is sent to the Actuator
block. The Actuator block i s a set o f simulated actuators or
a set o f processes expected to simulate task actuation.

contemplation cycle. Usually one level above and one level
below are sufficient, but rarely may require several levels
down. The execution o f different levels o f ELFs, within
each individual block, i s dictated by a requirement for
higher or lower granularity models. The DM, KRR, and SE

D. Simulated Environment

Figure 5. Elementary Loop of Functioning with multi-resolution ELFs

The simulated environment (SE) is a subset o f KRR. Only
the elements o f KRR, pertinent to the immediate domain
within which the simulation is to occur, are incorporated in
the simulated environment. The simulated actuators are
activated within the SE. The Sensors Suite (SS) detects the
resulting changes, from actuation, within the environment
caused by the simulators.

E. Sensory Processing

Sensory Processing (SP) processes the changes in the SE,
detected by the SS. The SP block fuses and correlates
information as it would to in the real environment. The
processed sensory information i s sent to the KRR.

F. Completing Contemplation Loop

The results of the simulation are compared to expected
values. When the simulated results are acceptable the DM
will perform a required action by sending an appropriate
message to the outside world, or to another node on the
network. Please note that during all processes within the
large ELF, smaller ELF process run within the larger loop
elements. The number o f nested loops depends on the
required level o f granularity or resolution for a particular

blocks specifically require multi-resolution modeling.

111. INTELLIGENT NODE AS AN INTELLIGENT

CONTROLLER

The intelligent node is an intelligent controller, which
continually adapts itself to the environment. If allowed, it
initiates situational awareness information exchange
between other intelligent nodes based on established
relations. The relations are determined by homogeneous or
heterogeneous combat cells, which are formed into
tasumission teams. Such teams can also be called habitats.
The habitats are not bound to a single geography, they may
be globally distributed, and can consisting of humans,
intelligent agents and robots.

The purpose o f the intelligent node, in the KCW intent, i s to
contextually process and disseminate information. To
achieve the KC aspect, the intelligent node should have the
knowledge representation of the receiving node. This does
not mean that that it must contain all of the KRR of the
receiving node, but the knowledge representation must be
sufficient to formulate a contextual message. The
contextual message must be formulated, prioritized and
timely sent to the receiver containing only the information
required.

The formulation o f messages and informational content i s
based on the need to know and the security level o f the



receiver. Both the need to know and the security levels are
based on doctrine, policies and plans.

The ELF modeling o f the intelligent node is not limited to
KC information exchange. Such modeling i s an invaluable
tool for mission planning, mission execution, and
replanning. The intelligent nodes also serve as a usefid asset
in filling the Critical Commander's Information
Requirements (CCIR) and Priority Intelligence
Requirements (PIR).

A. Intelligent Node in Two Echelons

The ELF model supports the information flow pattern o f a
military organization. Figure 6 represents instances o f a

consideration o f both individual components and a system
o f such components.

The performance evaluation o f individual intelligent nodes
must reflect the echelon levels they are modeled to
represent. Since events evolve faster at the lower echelons,
the intelligent nodes must evaluate information
proportionately faster. This i s reasonable since lower
echelons are near term planners and are concerned with the
more immediate future. In general, the granularity o f
information i s finer at the lower levels, but requires shorter
term planning. The criteria for performance evaluation
therefore cannot be applied equally to a node, but must
reflect the echelon and functional purpose such an
intelligent node serves in the KC network.

......

Figure 6. Information exchange between command and three subordinate units

battalion and three subordinate companies or brigade and
three subordinate battalions and depicts the purpose o f the
individual components.

1V. PERFORMANCEEVALUATION

Before discussing performance evaluation, Measures o f
Effectiveness (MOE) and Measures o f Performance (MOP)
must be point out. The MOE and MOP are important
abstractions used for system evaluation [Noel Sproles,
20011. The MOE provides the formulation o f purpose or
need, while the MOP refers to the performance of a
particular entity developed to fill that need. The system o f
Intelligent Nodes responds to the MOE: 'Ability to provide
task pertinent and concise information to the user'. The
definition o f MOP i s more complex and requires

The Intelligent Nodes are but elements in a system where
the value o f the system i s greater then the sum o f its parts.
The evaluation criteria are therefore not scalable fiom
individual components to the system. The architectural
framework together with the performance requirements
provides the basis for evaluation. Below are listed some
architectural and performance requirements.

A. Architectural Requirements of Intelligent Nodes

1) Completeness o f the Knowledge Representation o f the
battlespace reflecting a specific level o f granularity.
The Knowledge Representation model must reflect
specific echelon and functional levels

2) Ability to adapt the Knowledge Representation model
to changing and evolving battlespace



3) Develop Decision Generatorhlehavior Generator
capable
a) of dealing with incomplete and uncertain world

b) developing hypothesis or a set o f assumptions to

c) to simulate the hypothesis/action,
d) to evaluate the results o f simulation,
e) and finally to select the "best" result as a

decisionlaction.
f) to enrich the Knowledge Representation

Repository with a new "rule" if a particular
hypothesis yields a better solution.

4) Develop a process, identifying the important elements

5) Ability to dynamically prioritize tasks to reflect the

6) Natural language or controlled natural language

7) Ability to express reasoning using natural language
8) Ability to share knowledge representation among other

representation models,

resolve uncertainty,

to process

current situation

understanding.

lntelligent Nodes

B. Performance requirements

1. The Intelligent Nodes must be evaluated based on their
specific echelon and functional levels.

2. The lower the echelon, the greater the requirement for
faster processing.

3. The speed of processing must be examined against the
methodology used in information processing.
a. Number o f possible permutations / hypothesis

resulting from evaluating the environment and the
actionsigoals of the entities involved.

b. Optimal selection o f the best permutations
c. Formulation of hypothesis and ability to evaluate

4. Number o f granularity levels o f Knowledge
Representation used in the hypothesis evaluation
process

them for optimum results.

Discussion and Conclusion

The performance evaluation o f Intelligent System is a
difficult process. I t is especially dificult since the
definition o f intelligence remains largely elusive. Perhaps
the issue i s not what intelligence is, but rather how it must
assist in resolving an unspecified problem. Digital
computers have their limitation " Might it be that the
symbol grounding problem is created by the digital
computer rather than solved by it? Perhaps the idea o f
abstract information or symbols is a computer-based
fiction?" [Hoffmeyer J, 19971. The purpose o f an
Intelligent Node based system i s not to model intelligence
in its pure sense, but to produce a pragmatic tool to assist in
dealing with the information explosion.

The tale o f a few blind men and their encounter with an
elephant comes to mind. They were allowed to touch the
animal to learn what it was. After examination they shared
their findings and learned that the animal i s a huge barrel
standing on four pillars with a large hose in the front and a
dust sweeper or fly swatter in the rear.

A system with a single layer o f resolution may just produce
the same view of the world as that o f the elephant perceived
by the proverbial blind men. If the blind men could go
beyond the single resolution in their verbal description and
were able to share among themselves their tactile findings
in several levels o f resolution, then their perception o f the
animal would appear closer to the truth.

The Intelligent Nodes described here are analogous to our
proverbial blind men, but only in the ability to share
information that they sense. When modeling described here
is implemented, the discourse among the Intelligent Nodes
will be much richer, for they wil l be able to share
information with a sufficient complexity, however not in
bulk, but in context. By sharing contextual information
they as a system will arrive at a better understanding o f
their world.
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Abstract – Many robotics competitions have been
held over the past decade.  These competitions often have
the stated or unstated goal of comparing different robotic
systems and their research approaches.  When designing
the rules for a competition, there are several ways to
compare the performance of robots: objectively,
subjectively, or a mix of the two.  This paper discusses
several robot competitions that have been held and how
the metrics for judging performance were designed.

I. INTRODUCTION

Robot competitions bring together a group of people
interested in a particular problem to demonstrate and
discuss ways to accomplish a given task.  Competitions
often influence the direction of research in robotics,
which can be used to great advantage.  Indoor
navigation is considered by many to be a solved task
now, and this accomplishment was driven by several
years of office navigation competitions in the AAAI
Robot Competition and Exhibition.  The latest additions
to the AAAI contest are Robot Challenge and Robot
Rescue, both of which include many hard research
problems.  Despite these good examples, when
designing a robot competition that will compare
research institutions, it is important to consider that a
particular competition could drive research for several
years.

Rules for robot competitions can take one of three
forms: a ranked competition with subjective scoring, a
ranked competition with “objective”1 scoring, and a
non-ranked competition with technical awards.  A
subjectively ranked competition should have clearly
stated areas that will be judged and suggest guidelines
for the judging.  An objectively scored competition
should have easily quantifiable metrics (e.g., number of
                                                                
  Computer Science Department, University of Massachusetts Lowell,
One Univeristy Avenue, Olsen Hall, Lowell, MA  01854.
1 Many “objective” scoring methods involve some amount of
decision that must be made by the judges, which introduces some
subjectivity.

objects found or amount of time taken to accomplish
the goal).  A non-ranked competition allows for more
flexibility in the design of rules, since the lack of
rankings will prevent any contentions that might arise
in a ranked competition.

Competition metrics can be useful to compare research
approaches.  However, it is often very difficult to
directly compare different solutions to the same
problem.  For example, at the Robot Rescue
competition in 2001, one entry had treads and was
teleoperated, while another had wheels and AI control
software.  In this case, task completion is used as a
metric, rather than judging the methods used to
accomplish the goal.

Competitions may be head-to-head or have each
competitor run separately in the competition arena.  The
advantage of a head-to-head competition is that it is
much more exciting for spectators, as they can root for
one team over another.  However, individual runs can
be much easier for judges to watch and score, especially
when the task is not one that easily lends itself to head-
to-head competition.

II. HISTORY OF THE AAAI AND ROBOCUP
COMPETITIONS

In 1992, the first annual AAAI Robot Competition and
Exhibition was held in San Jose, California.  The
introduction of this event marked the first AI robot
competition and brought together many of the major
robotics research laboratories and universities.  This
inaugural year introduced a competition involving
navigation and identification of locations marked with
encoded poles.  Navigation continued to be a major
component of the competition for several years, with
office navigation as the primary focus.  At the time of
these early competitions, indoor navigation for mobile
robots benefited greatly from the intense work in the
area; the competition drove research forward.

Designing Metrics for Comparing the
Performance of Robotic Systems in Robot

Competitions

Holly A. Yanco, Member, IEEE 



The AAAI Robot Competition has evolved over its ten
years to include several other contests, each with
different research aspects.  Find the Remote was an
event at AAAI-97 where a vision system was necessary
in order to locate specified objects.  Life on Mars  was
another competition that encouraged the use of
computer vision; competitors needed to find colored
“aliens” in a field of black boulders, then put the
“aliens” into a “lander” with a colored door.  The Hors
d’Oeurvres Anyone? competition, introduced in 1997,
encouraged the development of systems with good
human-robot interaction, by creating robot servers that
would both bring food to people while trying to
entertain or interact with people.  The Robot Challenge
was first held at AAAI-99; the goal of this event is to
have a robot register for the conference and give a talk
about itself at an appointed time, after being dropped
off at the entrance to the conference hall.   In 2001, the
Robot Rescue event was added, bringing an urban
search and rescue scenario to the AAAI Competition.

Another robot competition, RoboCup, started in 1997.
The goal of RoboCup is to have robots playing soccer
with humans by the year 2050.  The first five years
have encouraged research in this direction by having
several robot leagues, each of which encourage the
development of different aspects of the research
problem.  In the small league, a camera placed above
the arena allows for off-board vision processing.
Larger robots have on-board cameras.  The Sony dog
league encourages research in legged locomotion for
soccer, and the humanoid league is promoting the
development of human-like robots, although there have
not been any humanoid league soccer games at this
early date.  In 2001, RoboCup added a Robot Rescue
league, held in conjunction with AAAI-2002.
RoboCup also has simulation leagues for both soccer
and rescue.

III. DESIGNING COMPETITIONS AND METRICS FOR
JUDGING PERFORMANCE

When designing any competition, the organizers must
carefully consider the rules and scoring.  The rules and
scoring are often points of contention, so care must be
taken to avoid skewing the algorithm towards any
single research approach or robot base.  Additionally, it
is desirable to create a set of rules that are broad enough
to encourage many different approaches, as this is
likely to advance the state of the art more quickly.

Competitions fall into three categories:
1. Ranked competitions using subjective scoring

based upon pre-specified criteria.  The AAAI

Hors d’Oeuvres Anyone? event is an example
of this scoring method.

2. Ranked competitions using objective scoring
using carefully spelled out criteria.  The
AAAI/RoboCup Robot Rescue event is an
example of this scoring method.

3. Non-ranked competitions with technical
awards.  The AAAI Robot Challenge is an
example of this type of competition.

A. The AAAI Hors d’Oeuvres Anyone? Event

The AAAI Hors d’Oeuvres Anyone? event was first
held at AAAI-97 and has been an event in all of the
subsequent AAAI Robot Competitions.  The task of the
Hors d’Oeuvres Anyone? competition is to serve hors
d’oeuvres to people in a crowded reception.  Robot
servers should cover the entire space, in a attempt to
serve as many people as possible.  Entries may consist
of a single robot or a team of robots.

The competition encourages human-robot interaction
beyond driving food on a tray to people.  In the first
competition in 1997, one robot showed movie clips
while serving food.  Another team included a
performance with their trio of servers, acting out a
“Robotic Love Triangle.”  Almost all of the teams outfit
their robots for the event, from masks to signs to butler
uniforms.  Some robots tell jokes when serving, while
others try to greet people by name, using computer
vision to locate a conference badge, extract the name
region, perform character recognition, and then speak
the result.  Some of the years have provided bonus
points for robots that could recognize VIPs by the color
of the ribbons hanging from their conference badges.

Robots are also rewarded for recognizing that they need
to reload their tray, either by counting the number of
people served, by measuring the weight of the tray, or
by using a computer vision system to judge when the
tray is empty.  Once the robot has determined that it
needs more food (or a human attendant has made that
decision for a robot unable to make its own
determination), it should be able to guide itself back to
a food reloading station.  At this station, a human
attendant reloads the food.  While it would be desirable
to have a robot reload its own food, there will need to
be additional research into manipulators for mobile
platforms.

When designing rules for competitions, it is important
to consider the different robotic bases that researchers
have in their labs.  In this particular competition, the
floors are flat and regular, allowing the majority of labs
with wheeled bases to compete.  The problem with



many of the robot bases currently in use is that they are
too short to interact effectively with people.  To solve
this problem, teams build structures on top of their
robots to increase the robot’s height to a person’s waist
height.  Speech is also an important ability for robots in
this competition; fortunately, relatively inexpensive
systems are available to generate speech from text.

The robots are ranked using subjective scoring.  In the
2001 competition, event judges awarded a subjective
score of 1 to 10 in the following categories: ability to
serve food, interaction with humans, interaction with
other contestants, manipulation and sensing modes.  To
produce the final rankings for the event, the rankings
determined by the event judges are combined with a
popular vote.  During the event, each attendee is given a
token which is to be placed in the box of his/her
favorite server.  After the conclusion of the serving
period, the votes are tallied and combined with the
judges’ scores to produce the rankings for the
competition.

The metrics for determining the winner of this
competition thus may have two disparate results: the
crowd pleaser may not be the best technical entry.
When designing a competition with metrics for
technical judging and for popular voting, one should
consider whether the two parts should have equal
weight or if the technical aspects should outweigh the
votes of non-roboticists.  In the case of robotic servers,
effective interaction with its audience is very important;
a very technically-advanced entry that acts like a rude
waiter may not be the best entry.

This competition is intended to serve as an entry level
competition at AAAI.  Undergraduate teams can be as
successful as teams consisting of more advance robotics
researchers.  Additionally, the robot platforms can vary
without too much of an effect on a team’s
competitiveness.

B. The AAAI/RoboCup Robot Rescue Event

In the Robot Rescue competition, the goal is to find
victims in a collapsed building, which is represented by
the Rescue Arena designed and built by the National
Institute of Standards and Technology (NIST).  The
robots must report the location of victims to operators
outside the arena.  Entries may consist of a single robot
or a multi-robot team.

The NIST designed rescue course has three areas:
yellow, orange and red.  In the yellow area, there are
even floors, allowing wheeled bases to be used in the
competition.  The orange area has ramps and stairs with

some rubble on the floor.  The red area is the most
difficult, with narrow collapsed areas and large amounts
of rubble.

The differences in hardware and research approaches
are more pronounced in this competition than in the
Hors d’Oeuvres Anyone? competition, since two of the
arena’s areas are impassable to wheeled robots.  In the
2001 competition, one team’s entry was a custom built
tracked robot that was teleoperated (future plans
include the inclusion of AI software).  Another entry
used commercially available wheeled bases with
custom AI software to navigate and locate victims.  The
wheels on the second team’s entry precluded them from
entering the orange or red areas.  Since more points are
earned for victims found in the more difficult areas, it is
more difficult for a wheeled team to rank above an all-
terrain team.

The Robot Rescue event debuted at AAAI in 2000.  In
2001, the competition was held jointly at the co-located
IJCAI-2001 and RoboCup-2001 conferences.  At
AAAI-2000, teleoperation was not allowed, as the
focus of the AAAI competitions is the development of
the algorithms.  However, the inclusion of the RoboCup
community, which includes many roboticists on the
mechanical engineering side, warranted a change to this
rule.  The focus shifted from judging how the robot
performed its task to how well it performed its task.  A
joint rules committee consisting of AAAI and RoboCup
representatives designed the rules for the 2001
competition.

The rules of the competition focused on the desired
outcome in a real search and rescue situation.  It is
important to be able to find all of the victims quickly
and to report their locations to people outside the
building.  The reported locations should be accurate,
and it is best if the robots are able to generate a map
that would allow human rescuers to find the victims
quickly.  In a real rescue situation, it is better to have
fewer human operators required for a robot, since there
are restrictions on who can enter the “warm zone”
around a disaster area.

The joint rules committee identified several variables to
be used in judging the competition.  All were spelled
out carefully, resulting in an objective scoring
algorithm.

The variables for the scoring algorithm are as follows:
• N is a weighted sum of the number of victims

found in each region divided by the number of
actual victims in each region.



• Ci is a weighting factor to account for the

difficulty level of each section of the arena:
Cyellow = .5, Corange = .75, and Cred = 1.0.

• Nr is number of robots that find unique

victims.
• No is the number of operators.

• A is an accuracy measurement for the location
of each victim: A = F/V.  F is equal to 1 if the
victim is in the reported volume, and 0
otherwise.  V is the volume in which the
reported victim is located, given by the
operator in the warm zone to the judge.  The
average accuracy is used in the scoring
algorithm.

Each team ran for twenty five minutes; the best two
scores from four runs were used to determine the final
score.  The algorithm for determining the score of a
round is as follows:
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In order to receive a ranking in the competition, the
competitors needed to meet a minimum score
requirement, which was equivalent to finding all of the
victims in the yellow zone.  No competitor earned the
minimum score in 2001, although two teams were
close.  Instead of rankings, two technical awards were
presented by the judges, one which rewarded the
development of mobility for rescue and the other which
rewarded the development of AI algorithms for rescue.

C. The AAAI Robot Challenge

The task of the AAAI Robot Challenge is to have a
robot attend the National Conference on Artificial
Intelligence.  The event is started when a robot is
dropped off at the entrance to the conference center.
The robot needs to find the registration desk for the
conference, which it may do by asking people for
directions and assistance.  After registering, the robot
needs to find a specified conference room and give a
talk about itself at a specified time.

The event is very challenging for the robotics field and
includes many open research problems.  The intent of
the event is to encourage senior robotics researchers
and graduate students to bring their work to AAAI.
Since there are many areas of research involved in this
problem, it would be difficult to rank the competition
entrants.  Instead of rankings, judges may give technical
awards.  Examples of possible awards are innovation in
localization and navigation, innovation in robot vision
or sensor technology, innovation in human-robot
interaction, innovation in real-time planning, innovation
in manipulation, and excellence in collaboration and
integration.  The advantage of a non-ranked
competition is also that people may be more willing to
demonstrate work in progress, resulting in additional
communication between researchers.

IV. CONCLUSIONS

When designing performance metrics for competition, a
rules committee must decide what is important.  Task
completion may be the most important goal, as it is in
the Robot Rescue competition; it may not be important
how a victim is found, as long as the person can be
rescued.  Other competitions may choose to allow
partial completion of the specified task, judging instead
a demonstration of good research and/or intelligence.
Some of the aspects of the Hors d’Oeuvres Anyone?
rules include this approach.  The initial stages of the
Robot Challenge also reward partial completion,
although the ultimate goal is task completion.

A competition must also decide whether it aims to
showcase new research or systems that are ready for
deployment.  In the case of the Robot Rescue event,
wheeled robots may be used to demonstrate new
algorithmic capabilities, but can not score as highly as a
tracked robot in the more difficult areas.  In contrast,
the Robot Challenge allows new research to be
showcased and eliminates most of the performance
pressure with the removal of rankings.

All of these approaches have valid purposes.  When
designing a new competition and set of rules,
determining the desired outcomes of the event should
be the first task.  This step will help to determine
whether the scoring should be objective or subjective.
The next step should be designing rules that can include
multiple robot bases and research approaches.
Whatever the design, the rules should be clearly spelled
out and available as far in advance of the competition as
possible.
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ABSTRACT

The National Institute of Standards and Technology
has created a set of reference test arenas for evaluating
the performance of mobile autonomous robots
performing urban search and rescue tasks.  The arenas
are intended to help accelerate the robotic research
community’s advancement of mobile robot
capabilities.  The arenas have been deployed in two
competitions thus far and are also being used by
researchers to test their systems’ capabilities.  We
describe the arenas,  their use in competitions and our
near-term and long-term plans for the arenas.

1. INTRODUCTION

The National Institute of Standards and
Technology (NIST) has been collaborating with
other government agencies and university
researchers to develop methods of evaluating and
measuring the performance of robotic and other
intelligent systems. The community agrees that it
would benefit from having uniform, reproducible
means of measuring capabilities of their systems
to evaluate which approaches are superior under
which circumstances, and to help communicate
results.  One of the efforts in the performance
metrics program at NIST is the creation of
reference test arenas for autonomous mobile
robots. The first set of arenas was modeled after
the Urban Search and Rescue (USAR)
application and was designed to represent, at
varying degrees of verisimilitude, challenges
associated with collapsed structures. This is a
domain that is very dangerous for rescue
personnel and in which robots will likely be able
to provide increasing levels of assistance in
searching for survivors. [1] The arenas were first
deployed at the American Association for
Artificial Intelligence (AAAI) Rescue Robot
Competition in 2000. In 2001, the arenas were
used at the International Joint Conference on
Artificial Intelligence (IJCAI). They will again
be used at AAAI-2002. Additionally for 2002

and henceforth, the RoboCup Federation [3] will
use the arenas to host their newly formed
RoboCupRescue league competitions. A
discussion of the details of these competitions is
contained in Section 3 of this paper.

There are three sets of customers for the arenas.
The first are researchers, who need testing
opportunities. The repeatable obstacles (sensory
and physical) that are focussed towards mobile
robotic perception and intelligent behavior
provide them with challenges for their robots.
The second are the sponsors of research. They
can use the arenas for validation exercises to
objectively evaluate robots in structured,
repeatable, representative environments. The
arenas can be used to validate robotic purchases,
identify strengths and weaknesses in systems,
and compare the cost effectiveness of different
approaches. Finally, the end users of the robots
can benefit from the resulting performance
metrics. The eventual goal is to develop standard
performance metrics from the arenas that can be
used by purchasers to evaluate mobile robot
capabilities.

There were several motivating factors for
building the arenas. The first was the desire to be
able to compare “apples to apples” in a
technological sense. When researchers publish
results, they typically describe the performance
of their systems in their laboratory or
demonstration environments, making it difficult
to compare and contrast with others researchers’
results. Isolating tests for sensing, behaviors, and
other robotic capabilities – and making these
tests reproducible – allows the research
community to make meaningful comparisons of
algorithms, sensors, platforms, and other
independent items. A standardization of these
challenges, through use of the arenas, enables a
direct comparison of approaches.



A second desire was being able to “teach to the
test.” The arenas provide an objective set of
measures for evaluating different robotic
implementations. The arenas are not idealized
“blocks world” tests. They provide some fairly
realistic challenges that mobile robots must be
able to address to be considered capable in this
domain. We hasten to add that the USAR
domain is extremely challenging. Although the
arenas do provide some elements of what may be
encountered in a collapsed building, they are not
representative of the reality of a disaster scene.
Rather, they provide a step-wise abstraction of
such challenges in an attempt to isolate and
repeatably test specific robot capabilities.

Another concern of research sponsors and of
researchers themselves is the slowing of progress
due to re-invention of the wheel. When building
a robot, numerous hardware and software
subsystems are required and it is not possible (or
very difficult) to reuse any work done by other
organizations. By highlighting successful
approaches negotiating well-known obstacles, it
is hoped that others will better understand and
adopt these approaches, and expedite their
progress into other areas of research.

Finally, practice makes perfect: arenas that are
available to researchers year-round should enable
them to repeat experiments and therefore debug
and improve their systems.  The arenas are set up
near the NIST campus in Gaithersburg,
Maryland, and can be used by researchers year-
round. Since robustness comes through repetition
and testing outside perceived limits, the three
arenas provide increasing levels of difficulty, so
that researchers can move on to new challenges
once they master the simpler sections.

2. DESIGN CONSIDERATIONS

2.1. Elements of Robotic Capabilities

The primary goal of the test arenas is to provide
reproducible measurements and tests of
autonomous mobile robots. There are several
elements that come together to create a fully
autonomous mobile robot. Recognizing that
there are going to be different levels of
autonomy implemented in mobile robots, the
arenas are designed to isolate the different
capabilities that may be available on any
particular robot. They are shown schematically

in Fig. 1. For a more in-depth discussion of the
design considerations for the arenas, see [2].
At the lowest level is the locomotion capability
of the robot’s physical platform.  Although two
of the three arenas provide some challenges for
locomotion and require general agility of the
robots, our emphasis (and that of the AAAI
competitions) is on algorithms. So the arenas
attempt to isolate and test the higher elements of
robot autonomy and do not address locomotion
directly.

The element just above the hardware
implementation of locomotion and sensors is
sensory perception.  The robot has to sense what
is in its environment in order to navigate, detect
hazards, and identify goals (simulated victims
and their locations). Sensor fusion is an
important capability, as no single sensor will be
able to identify or classify all aspects of the
arenas.  The simulated victims in the arenas are
represented by a collection of different sensory
signatures. They have shape and color
characteristics that look like human figures and
clothing.  They have heat signatures representing
body heat, along with motion and sound. The

arenas are also designed to pose challenges to
typical robot navigation sensors. For example,
acoustic-absorbing materials confuse sonar
sensors.  Laser sensors have difficulty with
shallow angles of incidence, smooth surfaces,
and reflective materials. Highly regular striped
wallpaper and other types of materials pose
challenges to stereo vision algorithms.
Compliant objects that may visually look like
rigid obstacles require the robots to apply tactile
sensors or other means of verifying that they can

SENSORS

PERCEPTION

KNOWLEDGE

PLANNING

AUTONOMY

COLLABORATION

LOCOMOTION

Figure 1: Constituent Elements of an
Autonomous Mobile Robot



indeed push them aside (e.g., open doors or
curtains).  Manipulation of rigid obstacles, such
as closed doors or debris, provide more advanced
challenges. Robot localization is another
essential capability derived from sensing.
Different flooring materials affect localization
schemes based on wheel encoders. Additional
cues from the environment need to be employed
to help localize the robot in an effort to generate
and maintain correct maps. Since the arenas
represent collapsed structures and buildings,
GPS is not considered to be available.

Knowledge representation is the next element. It
encompasses the robot’s ability to model the
world, using both a priori information (such as
might be needed to recognize certain objects in
an environment) and newly acquired information
(obtained through sensing the environment as it
explores).  In the mobile robot competitions for
AAAI and RoboCupRescue, the robots are
expected to communicate to humans the location

of victims and hazards. Ideally, they would
provide humans a map of the environment they
have explored, with the victims’ and hazards’
locations marked. The environment that the
robots operate in is three-dimensional, hence
they should reason, and be able to map, in three
dimensions. The arenas may change dynamically
during a competition (as a building might further
collapse while rescuers are searching for
victims).  Therefore the ability to create and use
maps to find alternate routes is important.

The planning or behavior generation components
of the robots build on the knowledge
representation and the sensing components.  The
robots must be able to navigate around obstacles,
make progress in their mission (that is to explore
as much as possible of the arenas and find
simulated victims), take into account time as a
limited resource, and make time critical
decisions and tradeoffs. The planner should
make use of an internal map generated by the

Figure 2:  Model of the Reference Test Arenas for Autonomous Mobile Robots

a.) Darkened chamber with door c.) Soft materials, victim under bedb.) Curved wall

Figure 3: Features from the Yellow arena



robot and find alternate routes to exit the arenas
that may be quicker or avoid areas that have
become no longer traversible.
The overall autonomy of the robot is the next
element to be evaluated.  The robots must be
designed to operate with humans. However, the
level of interaction may vary significantly,
depending on the robot’s design and capabilities
or on the circumstances.  The intent is to allow
for “mixed initiative” modes to limit human
interaction, maximizing the effectiveness and
efficiency of the collaboration between robot and
humans. Robots may communicate back to
humans to request decisions, but should provide
the human with meaningful communication of
the situation. Pure teleoperation is not a desirable
mode for the robot’s operation. The human
should provide the robot with high level
commands, such as “go to the room on the left”
rather than joystick the robot in that direction.

The final element to be evaluated in the robot’s
overall capabilities is collaboration among teams
of robots.  One very rich area of research is in
cooperative and collaborative robotics.  Multiple
robots, either heterogeneous or homogenous in
design and capabilities should be able to more
quickly explore the arenas and find the victims.
The issues to be examined are how effectively
they maximize coverage given multiple robots,
whether redundancy is an advantage, and
whether or how they communicate amongst
themselves to assign responsibilities. Humans
may make the decisions about assignments for
each robot a priori, but that would not be as
desirable as seeing the robots jointly decide how
to attack the problem.

2.2. A CONTINUUM OF CHALLENGES

There are three separate Reference Test Arenas
for Autonomous Mobile Robots, each labeled by
a color denoting increasing difficulty. A
schematic of all three arenas assembled together
is shown in Figure 2.

The Yellow arena is the easiest in terms of
traversability. Researchers who may not have
very agile robot platforms, yet want to test their
sensing, mapping, or planning algorithms, can
use the Yellow arena only.  The arena consists of
a planar maze. There are isolated sensor tests,
based on obstacles or simulated victims.  The
arena is reconfigurable in real time, with doors
that can be closed and blinds that can be raised

or lowered. The reconfigurability provides
challenges to the mapping and planning
algorithms of the robots. A series of photographs
of the Yellow arena features are shown in Fig. 3.

The Orange arena provides traversability
challenges. Different types of flooring materials
are present and there is a second story, reachable
via ramp, stairs, and ladders.  Holes in the
second story floors requiring the perception,
mapping, and planning capabilities of the robot
be able to consider a three-dimensional world.
The Orange arena is also reconfigurable in real
time. Fig. 4 shows some features from the
Orange arena.

The Red arena provides the least structure and
the most challenges. It essentially represents a
rubble pile (but is transportable). It is very
difficult to traverse, with debris of various sorts
throughout the arena.  The debris is problematic
for most robot locomotion mechanisms and
includes rebar, gravel, plastic bags, and thin
pipes. Simulated rubble resembling cinder blocks
is strewn throughout. There are simulated
pancaked floors (floors collapsed onto lower

a.) Ramp and other routes to 2nd story

b.) Different flooring materials and
mazeFigure 4: Features of the Orange arena



floors) and leaning collapsed walls which can be
triggered to cause secondary collapses. For
example, the flooring in certain sections is
unstable and will collapse if a robot attempts to
surmount it.  These features encourage robots
toward a safer, more tactile approach toward
negotiating the environment. A view of the Red
arena is shown in Fig. 5.

3. THE 2001 COMPETITIONS

The NIST arenas made their debut at the AAAI-
2000 Rescue Robot Competition [4][5].  Their
second deployment was at the International Joint
Conference on Artificial Intelligence (IJCAI) in
2001, where the RoboCupRescue and AAAI
Robot Rescue competitions were jointly held.

In preparation for the second competition, a great
deal of attention was paid to the development of
scoring rules. The competition rules were
designed to produce a final scoring distribution
that defines clear winners.  The focus of the
competition is on intelligence; hence the scoring
system favors solutions that demonstrate on-
board autonomy, intelligent perception, world
modeling, and planning.  Fig. 6 shows the
scoring formula.

Scoring is biased towards high quality
interactions with humans, meaning that there is
low-bandwidth, high content, infrequent
communications to and from humans. The robots
are expected to present human-understandable

maps of their findings, highlighting the location
of simulated victims. The scoring formula
heavily favors multiple robots managed by a
single operator.  Improving the 1:1 ratio of
operator to robot (teleoperation) is a key focus
for these events. Simple teleoperative
implementations, remotely using human
perception for navigation and target acquisition,
are not rewarded well in the scoring formula.
The intent of these competitions is to push the
state of the art toward autonomous solutions,
while encouraging effective mixed-initiative
modes of operation along the way.

Some disincentives were built into the scoring to
discourage undesirable traits in the robots.  For
example, using simple redundancy of robots,
while demonstrating no clear collaboration
among the robots, implying the team could
simply afford more robots, was discouraged.  If
the team could not demonstrate a cost-benefit
advantage to having more robots (homogeneous
or heterogeneous), their scoring suffered. In
general, teams deploying multiple robots were
penalized when their human-robot interface
could not facilitate control of multiple robots by
a single operator.

Other considerations in the design of the scoring
were reflective of the course’s design.
“Gaming” of the arenas, that is, learning the
course and its characteristics in order to “tune”
the robots to perform well was obviously
undesirable.  Human level maps gained from
operators closely scrutinizing the arena layout
and simulated victim locations, and then
teleoperating based on that knowledge, clearly
undermines the intent of the competitions.  But
deterring that in the scoring was difficult. Since
there were some fairly easy simulated victims to
find, a minimum score was required to qualify
for one of the place awards.  The scoring formula
also was designed to reflect the increasing
difficulty of navigating and searching each
progressively more challenging arena.

Six teams registered for the competition, but
only four actually competed.  No team scored
enough points to qualify for either first, second,
or third place awards. The two most successful
teams earned “qualitative” awards for
demonstrating very different capabilities.

Figure 5: Red Arena



Swarthmore College (USA) demonstrated the
most artificial intelligence capability, but only
navigated within the easiest Yellow arena.  The
scoring formula required that the robots confined
to the Yellow arena find all of the victims to earn
the minimum score to qualify for a “place”
award and be competitive with robots entering
the other two more difficult arenas. They came
close, finding all but one of the victims during
one of their runs, falling just short of earning a
“place” award. They received a “qualitative” for
best artificial intelligence display.

Sharif University (Iran) demonstrated a more
robust tracked robot, and even attempted to
negotiate the Red arena. However, they had
issues with their control strategy, bumping walls
and obstacles frequently. They even triggered a
secondary collapse of the pancaked flooring in
the Red arena (an advanced obstacle). They
resorted to identifying victims from outside the
arena, but suffered from inherent inaccuracies in
their approach. And they required too many
human operators to manage their single robot,
limiting  their total score and keeping them from
earning a “place” award. However, their effort
was notable, and their robot mechanisms were
well designed, so they earned a “qualitative”
award for demonstrating the best hardware
implementation. The experience will almost
certainly allow them to improve their system for
next year. Integration of more AI functionality
should produce a very strong showing.

4. PROPOSED SCORING CHANGES

Given the experiences of two years of
competitions within the Reference Test Arenas
for Autonomous Mobile Robot, certain changes
to the scoring seem reasonable.  Note that these
are the opinions of the authors and may or may
not be reflected in the final rules for future
mobile robot competitions.

The scoring formula should encourage robots to
use a greater variety of sensors by awarding
specific points for demonstrating superior
sensory perception. This could be accomplished
by awarding points for correctly identifying each
sensor signature, or “sign of life,” emitting from
the simulated victims (form, heat, sound,
motion).  Since the simulated victims consist of
various combinations of these sensor signatures,
representing various states of consciousness and
exposure, sensor fusion algorithms could deduce
critical information regarding the state of the
victim. This would allow more points to be
scored per victim found, and would appropriately
encourage the use of multiple sensors, along with
sensory perception, sensory fusion, and error
checking algorithms.

Some teams attempted to identify victims by
looking through the clear windows on the
perimeter of the arenas, thus avoiding the
hazards within the harder arenas.  The point
values gained by identifying simulated victims
from outside the course should be limited. The
windows were placed to allow spectators
visibility into the arenas, and to provide a

RobotRescueScore = (VictimsFound (NumberOfRobots / (1+ NumberOfOperators)^3)
AverageAccuracy

 
VictimsFound  =(VictimsFoundInYellow / VictimsPlacedInYellow) (YellowVictimWeighting) +

(VictimsFoundInOrange / VictimsPlacedInOrange) (OrangeVictimWeighting) +
(VictimsFoundInRed / VictimsPlacedInRed) (RedVictimWeighting)

[ YellowVictimWeighting   =  0.50  ]
[ OrangeVictimWeighting  =  0.75  ]
[ RedVictimWeighting       =  1.00  ]

NumberOfRobots      = Number of robots that find a unique victim
NumberOfOperators  =  Number of operators having touched the robot or are in the hot zone
AverageAccuracy      = Average of the positional accuracy for each victim found

[ VictimAccuracy = (IsVictimInVolume)/(StatedPositionalVolume)  ]
[ IsVictimInVolume = 1 if true, IsVictimInVolume = 0 if false           ]

Figure 6:  Scoring Formula at the 2001 RoboCup Rescue/AAAI Rescue Robot Competition



realistic obstacle for the robots.  However, since
no agility is required when the robot is outside of
the arenas, the robot should not receive full
credit for victims found in the harder Orange and
Red arenas. The point values in such cases
should be equivalent to finding victims in the
Yellow arena.

Several behaviors exhibited by robots in the
competitions should be discouraged through
point deductions. Foremost should be point
deductions for crushing, or inappropriately
contacting, victims. Finding a victim (scoring
points) and then hurting that victim should
produce limited net gain in terms of scoring.

Causing damage to the arenas or certain
obstacles through purposeful, or inadvertent,
contact with the environment should also be
discouraged with point deductions.  If a robot
triggers a secondary collapse of debris, the
results could be catastrophic leading to further
injuries or worse.  These robots need to learn to
be as deft as rescue personnel in their
interactions with the environment, and should be
penalized when they fail.  There are a few typical
voids in the arenas that can be destabilized and
collapsed. Triggering these collapses should
cause severe point deductions. Some lesser
deduction should be tied to routine bumping of
walls and other obstacles, demonstrating
perception, planning, or control issues.

Also, teams which deploy more than one robot
but sequentially teleoperate each one should be
more effectively recognized in the scoring
formula as maintaining a 1:1, operator:robot
ratio, and not be lavishly rewarded as are
multiple robot teams.

Lastly, maneuvering a robot based on human
knowledge of the arena layouts or simulated
victim placements essentially thwarts the spirit
of the competition and should be discouraged.
This is, of course, harder to implement in the
scoring formula. However, focusing a larger
percentage of the scoring potential toward
autonomous activities (perception, control,
planning, mapping, collaboration), while
allowing some points for teleoperative
techniques (identifying simulated human forms
via remote video), the incentives would at least
be in line with the goals of the competition.

5. FUTURE ACTIVITIES

NIST’s Reference Test Arenas for Autonomous
Mobile Robots will continue to be used to host
the AAAI Rescue Robot Competitions in 2002.
After two years of competitions, no robot team
has demonstrated the minimum capabilities
required to earn a “place” award. So it appears
the research community has been challenged
effectively. The RoboCupRescue competition
has adopted these same arenas to host their
competitions, and will use the same scoring
formula developed for AAAI. Replicas of the
arenas will be built for each RoboCupRescue
event and left in the host country. This will result
in the dissemination of the arenas worldwide,
raise awareness of the needs and challenges for
search and rescue robots, promote the
competitions, and enable researchers to practice
in the actual arenas throughout the year.

In order to further disseminate the arena’s
challenges and encourage progress in mobile
robotics, NIST is developing virtual versions of
the arenas. The effort is two-fold. Initially,
sensor datasets obtained from within the arenas
will be made available for download from the
internet.  This will permit researchers to process
the data captured from sensors directly in the
arenas and develop their algorithms without the
need for problematic robot hardware. Data from
a range-imaging sensor and from a color camera
will be the first datasets available. A second,
more ambitious, effort involves creating a
simulated environment representing the arenas
into which teams can plug their algorithms,
receive simulated sensor data, and send actuation
commands to navigate simulated robots. Further
interaction with the research community is
needed to design and develop this environment.

6. CONCLUSIONS

Tangible, realistic challenge problems can
provide robot researchers with direction and help
focus their efforts and collaborations.
Reproducible, and widely known, challenges can
help evolving fields by providing reference
problems with measures of performance.
Therefore, competitions, such as the AAAI
Rescue Robot, RoboCupRescue, and others, can
be valuable in spurring advancements in robotic
capabilities. Thus far, the Reference Test Arenas
for Autonomous Mobile Robots have been very



well received by the research community, and
promise to provide a common set of reference
challenges for the constituent elements of
autonomous mobile robots. Their visibility in
hosting competitions at AAAI, IJCAI, and other
such events raises researcher’s awareness of the
types of challenges they must confront to be
successful in the search and rescue domain. But
the larger goal is to accelerate the advancement
of mobile robotic capabilities through objective
evaluation, collaboration, and the development
of pertinent performance metrics, so that the
capabilities that do emerge can be effectively
applied to many other domains.
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4d spaces
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in parallel platforms

300 seconds to search
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ABSTRACT

Knowledge and the way it is represented have a tremendous
impact on the capabilities and performance of intelligent systems.
There is evidence from studies of human cognitive functions that
experts use multiple representations in problem solving tasks and
know when to switch between representations.  In this paper, we
discuss the issues pertaining to what types of knowledge are
required for an intelligent system, how to evaluate the knowledge
and representations, and  provide examples of how representation
affects and even enables functionality of a system.  We describe an
example of an intelligent system architecture that is built upon
multiple knowledge types and representations and has been applied
to a variety of real-time intelligent systems.

1. INTRODUCTION

Various definitions of intelligence, whether pertaining to
artificial or biological, make reference to knowledge.  The
American Heritage Dictionary defines intelligence as “the
capacity to acquire and apply knowledge.”   Newell and
Simon stated that “a physical symbol system has the
necessary and sufficient means for general intelligent
action.” [20]  Despite this, there is a paucity of literature
that provides guidance to developers in terms of what is the
needed knowledge within an intelligent system and how to
decide on appropriate representations.   This is especially
true when it comes to building real-time intelligent systems,
such as those for controlling autonomous mobile robots and
advanced manufacturing equipment.

2. STATUS OF KNOWLEDGE AND
REPRESENTATION

In 1989, Wah stated that “despite a great deal of effort
devoted to research in knowledge representation, very little
scientific theory is available to either guide the selection of
an appropriate representation scheme for a given application
or transform one representation into a more efficient one.”
[24]  There is little evidence to repudiate this statement in
2001, particularly for real-time control.

The most basic aspect of representation design is based on
pairing it to the algorithms that use it.   It is well known in
computer science that there is a relationship between the

representation of data and the algorithms that operate on it.
Efficiency of algorithms is highly dependendent on the
organization of the data, therefore a starting point for design
and evaluation of knowledge representation should be based
on broader computer science tenets, such as those described
in [16].

Davis et al. argue for a broader understanding of what
knowledge representation entails [7].   Certainly
representation, in any form, is a surrogate for things that
exist in the real world.   The issue of required fidelity of
representation therefore arises.   They also see knowledge
representation as a set of ontological commitments,
meaning that the representation choice serves as a “strong
pair of glasses that determine what we can see, bringing
some part of the world into sharp focus, at the expense of
blurring other parts.” The focussing/blurring effect is crucial
because of “the complexity of the natural world is
overwhelming.”   They conclude that knowledge
representation researchers ought to characterize the nature
of the glasses they are supplying, thus making the
ontological commitments explicit,  and that the field ought
to develop principles for matching representations to tasks.

In general, most of the literature describes the use of a
single representation for all the knowledge within a given
system. In mobile robotics, one sees three main approaches.
The first is geometry-based, where sensors or probabilistic
models are used to build maps.  The second is feature-
based, where the topology of the environment and high-
level objects of significance are stored.  The third is a
symbolic approach, where first-order logic or rule-based
systems are used.  Examples of geometry-based approaches
include occupancy grids [18] and sensor-based map
building [23]. Feature-based systems include [14] and  [25].
Symbolic systems include STRIPS [9] and GOLOG [15].
Exceptions to this “monomodeling” design do exist, such as
the hybrid intelligent systems of Devedzic [8], the
multimodeling system of Chittaro [6], and the qualitative
and quantitative representations of Kuiper’s semantic spatial
hierarchy [13].  In most cases, these multirepresentational
approaches have not been applied to functioning real-time
controllers.



Evidence from the cognitive science field indicates that
human problem solving capabilities rely heavily on the
ability to switch between representations as required [5].
Chittaro et al. [6] note that systems that reason about
physical systems require

• representation adequacy
• problem solving power
• problem solving economy
• multiple uses of knowledge (for multiple problem-

solving tasks)
• cognitive coupling
• efficiency

They also claim that “efficiency cannot be achieved, in
general, using only one model:  an appropriate problem
decomposition and the cooperation of a variety of
knowledge sources organized at different levels of
aggregation and accessible under appropriate views is
possibly the only way of adequately coping with complexity
issues.”

3. MULTI-REPRESENTATION EXAMPLE

One example of a multi-representational approach to real-
time intelligent systems is the Real Time Control System
(RCS) and its mobile autonomous vehicle version, 4D/RCS
[1][2].  A general framework for the RCS model-based
control system is shown schematically in Fig. 1. This
framework shows a hierarchical control structure with a
world model hierarchy explicitly interspersed between the
sensor processing hierarchy and the behavior generation or
task decomposition hierarchy. Example labels for three of
the levels (subsystem, primitive, and servo), per [1] are
shown.  Note that the subsystem level  for locomotion is
referred to as “Autonomous Mobility” in 4D/RCS
implementations.

Within RCS, there are three distinctly different types of
knowledge: system parameters at the servo level, maps,
images and object models at the next levels, and symbolic
data at the highest levels.  We briefly describe each of these.

3.1 System Parameters

The lowest level for RCS, as for any control system, is the
servo level.   At the servo level, position, velocity, and/or
torque are controlled by voltage values applied to motors or
valves.   Knowledge of the value of system parameters is
needed to control these values.   Control knowledge, such as
gains and filter coefficients, is typical of the type of
parametric knowledge common at this level.     These are
commonly represented as scalars.

Any errors that deal with a single degree of freedom, such
as ball screw lead errors, contact instabilities, and stiction
and friction are best compensated for at this level.

3.2 Iconic Knowledge

Multiple individual servo loops are coordinated at the next
higher level.  Interaction between axes comes into play,
requiring knowledge of spatial dimensions, which we refer
to as geometric or iconic knowledge.  Iconic knowledge
typically represents Euclidean space and includes maps,
images, part models, and other geometric information.   The
relationship of the entities in time and space is captured
through maps, images, and trajectories.   Motion control for
machine tool axes is computed at this level.

For mobile autonomous robots, maps are a natural
representation for the environment in which the robot must
function.   Maps are defined as any two (or higher)
dimensional grid with attributes referenced to the grid.  A
simple occupancy grid may indicate whether a cell is free or
not (or passable or impassable by the robot) and the path
planning algorithms will use shortest distance between start
and goal cells, while avoiding impassable cells.   A more
sophisticated world model for an outdoor  mobile robot may
include a variety of feature layers, such as road networks,
hydrology, elevation, intervisibility, and vegetation.   The
various features must be taken into account when planning
movement and combined according to a weighting scheme
based on the mission of the robot and current situation.

Maps used by an implementation of an outdoor mobile
autonomous robot based on 4D/RCS are shown in Fig. 2.  
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Figure 1:  General Framework for Intelligent
Control
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[3] [19]    Each level of the hierarchy concerns itself with a
different spatial and temporal extent and resolution.   The
values listed below are representative examples for an
implementation and may vary based on the computing
configuration, sensors, and features supported. The features
that the map contains at each level are also different, based
on the area of focus for that level’s planning.

Fig. 2a shows the map at the Primitive level, where
planning for the robot’s motion takes into account the
kinematics and dynamics of the vehicle.   The Primitive
level of the hierarchy plans at roughly 10 Hz frequency and
within a space of 5 m surrounding the vehicle (which is
centered in the map) and a resolution of 20 cm. or less.
This level of the hierarchy simulates the movement of the
vehicle along potential obstacle-free paths and evaluates the
position of the 4 wheels as they are placed along the
trajectory to find the most traversable path.    Terrain
elevation is evaluated from range data provided by the Laser
sensor, enabling computation of how stable and how rough
a given path would be.

The next level up, referred to as Autonomous Mobility,
plans at a frequency of 4 Hz within the 50 m surrounding
the vehicle (which is again, centered in the map), with a
resolution of 40 cm.  Generally, this level of the hierarchy is
concerned with avoiding obstacles and hazards to the
navigation of the vehicle.        The features that are
contained in the map at this level include obstacles, cover,
and roads obtained from sensory processing.  Fig. 2b shows
a combined Primitive level and Autonomous Mobility level
map.    The central square shows elevation (gray), unseen
areas (blue) and obstacles (in red) detected by processing
input from the vehicle’s laser scanner sensor.  The obstacles
propagate to the Autonomous Mobility map (outside the
blue and gray square).   Not shown in the Fig. 2b are the
precomputed feasible trajectories for the vehicle, given a
starting wheel angle and velocity.    The feasible trajectories
that are blocked by obstacles are eliminated from
consideration.   Computing them offline enables the system
to efficiently produce kinematically and dynamically stable
steering commands.

Fig. 2c shows an example of the highest level currently
implemented, the Vehicle level.   This level plans within a
map that is 500 m square, at a 4 m resolution, once a
second.   Planning at this level is concerned with generating
a path between the current location of the vehicle and its
goal point(s) (the operator may have specified certain
waypoints or just an end location) while taking into account
mission requirements.  The paths generated for a mission
that is stealthy versus one that gives highest priority to
speed are completely different, yet the world model and the
planner utilized are identical.  Only the cost functions that
are applied to evaluating candidate paths change.   The
features represented at the Vehicle level include road

a)  Primitive Level

c) Vehicle Level

b) Autonomous Mobility Level

Figure 2:  Maps at 3 Levels of 4D/RCS



networks, water, vegetation, elevation, risk (for each grid in
the map, which locations can see that grid) and visibility
(for each grid, which other locations can be seen).  Features
are typically obtained from a priori digital terrain maps.

3.3 Symbolic Knowledge

At the highest levels of control, knowledge will be
symbolic, whether dealing with actions or objects. A large
body of work exists in knowledge engineering for domains
other than control, such as formal logic systems or rule
based expert systems.

At the present time, symbolic knowledge has not yet been
implemented in the vehicle application of RCS, but it has in
manufacturing ones [17][12].  An example of a symbolic
description of a solid model of a block is shown in Fig. 3.
The description notation is the International Standards
Organization Standards for the Exchange of Product Model
Data (STEP) Part 21 [10].    Symbolic representations such
as this have been used to automatically generate
manufacturing process plans from part models [12].
Reasoning about a pocket feature is appropriate at higher
levels of process planning.   This is in contrast to having to
jump directly to the geometric representation and try to
derive appropriate machining sequences based solely from
the surfaces of the final part geometry.

Linguistic representations provide ways of expressing
knowledge, expressing relationships, manipulating
knowledge, and of extracting new knowledge based on
knowledge already expressed, including the ability to
address objects by property.   Behaviors can be efficiently
captured through symbolic representations.   For example,
in an autonomous vehicle system, entities such as “cars,”

“pedestrians,” and “bicycles” each have certain properties
and anticipated possible behaviors that affect the
autonomous vehicle’s planning vis a vis these other entities.
A car can be expected to travel only on roadways (in normal
circumstances) and to generally stay in a lane, whereas
pedestrians may be expected to traverse roadways.
Bicycles may squeeze between cars and straddle two lanes.
The symbolic representation for each of these can be used in
an intelligent system to derive potential behaviors in the
near future and in the proximity of the autonomous vehicle.
The symbolic entities may therefore be used to populate a
map layer, such as the ones described in Section 3.2, based
on current state information and expected potential
behaviors.   Higher level symbolic knowledge drives map-
based (iconic) world model representations.

3.4 Other Dimensions in Knowledge

Another distinction within RCS is whether knowledge has
been programmed into the system, is accessed from longer-
term stores (a priori knowledge) or if it has been acquired
or learned by the system recently during its operation (in
situ knowledge) [17].  This distinction provides a
framework for considering learning and adaptive control.

A final differentiation is in terms of whether knowledge
pertains to things (nouns) or actions, task, or behaviors
(verbs).  This is akin to the distinction that the ancient
Greeks made regarding “knowing that” versus “knowing
what.”  System designers can make use of this distinction
when matching sensor processing and world model
specifications to the control task specification.   This
becomes very useful at higher levels in considering the
interaction of autonomous machines with complex
environments, where appropriate behaviors depend upon the
nature of the objects encountered in the environment [2].
Generative process planning for machining or inspection
[12] makes use of this distinction.   Representations of
actions will require a temporal element, unlike
representation of things.    An event has a time associated
with it such as start, end, or duration.

4. EVALUATING KNOWLEDGE AND
REPRESENTATION

Several obvious challenges exist in evaluating the
knowledge that a system contains.    It is difficult to isolate
the world model from the sensing functions that populate
and update it.   The content and quality of the world model
is dependent on the sensors and processes that are external
to it.   It is similarly difficult to separate the contribution of
the world model independently from the planning
subsystems that use it.    There may be a very complete and
efficient world model, yet the planning algorithms may be
mismatched with it, poorly implemented, or inefficient.

Figure 3: Pocket Feature.

a.) Symbolic Definition

c.) Geometric Definition

b.) Graphical Definition



Although it will be challenging, quantitative measures of the
efficiency, completeness, and effectiveness of the
representation must be developed.

Some may argue that, if a system works correctly, the
particulars about the implementation are of no consequence.     
This is a shortsighted view of the science and engineering of
intelligent systems.    In order for the field to progress,
successful and not so successful experiences must be
shared.  In this way, the capabilities of a system can be
known and the best approaches can be leveraged by others
in order to “raise all boats.”

There are several aspects of knowledge content and
representation that can be evaluated in an intelligent system,
for which the community should strive to develop
quantitative measures.   We briefly present a few examples
of evaluations without claiming this list to be exhaustive.
• The systems’s ability to use a priori knowledge, and

update it with newly-acquired knowledge.   It is vital
for most applications that the system start performing
its tasks with given knowledge.  That may take the
form of maps of the area where an autonomous vehicle
is expected to drive, a catalog of available cutter tools
for machining, or an ontology to facilitate natural
language interaction.    When operating in the world,
the intelligent system will have to sense changes in its
environment and update its internal models.   The new
knowledge has to be placed in context of existing
knowledge.   Obstacles encountered during movement
have to correctly update a priori maps. Tools that are
no longer available must be deleted from the local copy
of the tool catalog.   Idioms or new terminology must
be integrated into the language ontology.

• Mapping the environment in order to accomplish the
given task.  For a system that operates in the physical
world, a current representation of its surroundings is
crucial.  Therefore, the system must be evaluated for its
ability to understand and interact with a dynamic
environment, including moving objects.

• Understanding general as well as specific concepts.
Humans can accommodate thinking about the abstract
and the concrete.   Intelligent systems need to know
about general classes of entities, such as “elevator” in
addition to specific instances of elevators that they have
to interact with.   All elevators can be used to travel
between floors, but the user interfaces for specific
instances vary considerably.  Another example is the
concept of window, which may be important to a
military scout robot.   The general concept is important
as it plans to look for windows during its mission.
When it recognizes objects that fit that category, it must
then plan its actions with respect to the specific
instances.  Windows may or not be see-through. They
may be used to enter a building, but the robot needs to
realize that windows at higher floors may not be useful

for entering a building (unless the robot can scale the
walls).

• Dealing with incomplete and imperfect knowledge.
The system must accommodate and reason about partial
and incorrect information about its environment.   If
not, it will rapidly be unable to cope.

• The correctness of the knowledge that a system holds.
The system should be able to store a priori (given)
knowledge correctly and be able to acquire correct
knowledge. Correctness measures may be based on
validation against ground truth or they may be
evaluated based on confidence values based on multiple
or redundant sensing.

• The efficiency of the knowledge representation.   There
are always many alternatives when implementing a
system.   The general representation approach (e.g.,
symbolic versus iconic) for a particular category of
knowledge is one coarse aspect that can be examined.
It may only be necessary for a system to store a
structure that defines an entity as a tank and includes
high level definitions such as min-max dimensions,
make, model, friendly/foe, rather than an occupancy
grid in three dimensional space or a solid model of the
tank’s geometry.

Once the dimensions of knowledge and representation that
are to be evaluated are identified, the actual evaluation
process is still a challenge.   In this emerging new
technology of intelligent systems, there are few examples of
evaluation procedures that specifically target the knowledge
itself, as opposed to the overall system performance.   One
of the key aspects of evaluations is that they be accurate and
reproducible.   We will describe some possible approaches
to address these requirements.

Test arenas and scenarios are already being used to test
robotic system capabilities.  Examples include RoboCup
[11][22] and the American Association for Artificial
Intelligence Competitions, such as the Urban Search and
Rescue Robots and Hors d’Oeuvre Anyone [21].   In the
urban search and rescue competition, robots enter arenas
that represent a collapsed building and search for targets
that represent victims and hazards.  The robots are supposed
to communicate to human supervisors the locations of each
victim and hazard.  This requires at minimum the ability to
map the environment and localize objects within the maps.
The competition arenas have second stories, hence a good
representation scheme would accommodate a third
dimension.  An excellent competitor would produce a map
of every area explored, not just coordinates of the targets.

Virtual test environments and simulators can also be used to
glean the knowledge representation aspects of intelligent
systems.   A virtual environment is one in which an
organization can “plug in” their software and have the
intelligent system, such as a mobile robot, receive simulated



inputs from the environment and compute outputs to the
virtual actuators.   The level of interfaces from and to the
virtual environment may be high level or, for high fidelity
systems, could be equivalent to the interfaces to the actual
sensors and servos.  Isolating the world modeling databases
and processes becomes feasible with the right simulation or
virtual environment.

Test harnesses that can be hooked up to knowledge bases
can be used to evaluate its contents.   A knowledge base that
has been functioning and updating as an intelligent system
performs its tasks can be isolated, either after the tasks are
completed, or at certain points during operation.  The
harness can be used to query the contents of the knowledge
base.   For instance, it can check what entities have been
detected in the environment and where they were estimated
to be located.  A harness would require defining or making
known interfaces to the knowledge base.

5. KNOWLEDGE REPRESENTATION MATTERS

In this section we very briefly present examples of how the
type of representation chosen for knowledge can affect the
capabilities and effectiveness of a system.   The
examination of these examples is cursory and is meant to
stimulate thought.

The first example is a classic taken from [20].   As an
introductory exercise, a checkerboard, eight by eight
squares, is to be covered by rectangular tiles.  Each tile
covers exactly two of the squares in the checkerboard.   
How many tiles are needed to completely cover the board?
The solution is obvious (64/2=32) and can be easily found
by a computer algorithm that searches through a grid-based
representation of the checkerboard.   Now, take away 2 of
the squares, one from the top left corner and one from the
bottom right.  62 squares remain, so one might naively
assume that 31 tiles should be able to cover the remaining
squares.   The computer program that performs a search will
have to expend a lot of compute cycles and may not be
equipped to confront the fact that with this geometric
configuration, there is no solution that fully covers the
board with tiles.    A different representation is better suited
to quickly reach the correct conclusion.   If the board is
viewed as 2-tuples of black and red squares, since two same
color squares can never be adjacent, then a tile covers each
tuple of exactly one red and one black square.   The missing
corners took away 2 squares of the same color, hence there
are more squares of one color than the other.  Given this
perspective, it is impossible to cover the board completely
with tiles.

A second example is taken from [4].   In Balakirsky’s
system, a graph representation is used to solve planning
problems.   The LAyered World Modeling and Planning
System (LAWMPS) has been applied to path planning for
autonomous military vehicles. The world model in
LAWMPS consists of a set of layers, organized in a grid
representation.  Each layer is dedicated to a particular
feature, such as roads, vegetations, buildings, and sensed
obstacles.  The cost map is built by computing the
contribution of each layer to the cost of having the vehicle
traverse that location.   The cost weights, which control the

b) Node Status after Planning Cycle

   a) Map with a priori features

Figure 4:  Correspondence between planning space
and physical features



contribution of each feature are variable and determined by
user preferences, modes, and objectives.  A subset of the
grid locations is used to generate the nodes and arcs for the
planning graph. The planning process proceeds on the
resulting graph, where each node represents a location, and
the arcs have costs associated with moving between two
specific locations.

Having the graph connect nodes that align with a vehicle-
centered map grid and applying a Dykstra search algorithm
can lead to discovery of knowledge that is useful to a
mobile robot. “Problem” areas in the graph (where the
search essentially stalls) as the search progresses can be
correlated with map features and used to extract rules about
traversability or other aspects of the problem state.   In
Figure 4a, an a priori map is shown with trees and fences
(red), buildings (blue), and roads and parking lots (green).
Figure 4b shows the node states after a cycle of planning.
Green ones have never been visited, blue ones are closed
(all their children have been visited), and red ones are still
open).  Due to the spatial relationship between the planning
space and the a priori maps, the correspondences are clear:
one area that appears problematic in the graph space is
shown to correspond to a fenced or treed area, which would
be impassable by the vehicle.  Balakirsky uses this
correspondence to allow the system to learn rules about
planning.

6. CONCLUSIONS

Knowledge content and representation are critical aspects of
an intelligent system.   In constructing intelligent systems,
there is a need for more science and engineering in the area
of what should be represented and how it should be
represented.   Work in the area of knowledge representation
has not, for the most part, addressed the area of real-time
intelligent control.    We argue that there are several
categories of knowledge and types of representations that
are necessary within a system that demonstrates advanced
capabilities.   Much work still needs to be done in
understanding how to capture, use, and build knowledge
within these systems.   It is imperative to capture
quantitative data about systems that demonstrate
intelligence so that the field can benefit and move forward.  
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Evaluating the Performance of E-coli with Genetic
Learning From Simulated Testing

A. Meystel, J. Andrusenko
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Abstract
This paper addresses the problem of finding the techniques of performance evaluation for elementary

agents. From an evolutionary standpoint, the robust navigational algorithms were used by even the simplest of
biological systems because the systems were able to learn how to evaluate their performance.  The objective of
this paper is to study one of the simplest biological, yet intelligent  systems, an E. coli cell, and see how this could
be of benefit to the design of control strategies for the single-agent intelligent systems. The robot is equipped with
sensors and actuators, has a rudimentary knowledge representation system and is capable of conducting search, i.e.
is equipped by the means of decision making. The robot itself is looked upon from a two-dimensional perspective
and is analyzed in a computer-simulated environment. We present a design of the Variable Structure Controller
(VSC) that combines the properties of any two structures or strategies from the ten initially available to our robot.
VSC equipped robot should be able to come up with its own strategies of motion, without human intervention.
The system under consideration supports the rudimentary learning subsystems that could be envisioned. The idea
of using Genetic Programming (GP) is not introduced here for the sake of finding the best controller but rather
for the purpose of demonstrating that improved functionality can be achieved via on-line or simulated learning.

Keywords: Escherichia coli; evolutionary computation; genetic algorithms; genetic programming; intelligent
agents, mobile robots; motion planning; navigation, natural search

1. Genetic Programming as a Combination
Mechanism in VSC

We introduce a VSC that combines
properties of any two strategies using the principles
of Genetic Programming (GP) [1].  The idea of
using GP is not introduced here for the sake of
finding the best controller, but rather for
demonstrating that the improvement of functioning
can be achieved without making a thorough
investigation, and, even ON-LINE, while moving
towards the goal.  By thorough investigation we
mean the investigation of ALL possible meaningful
combinations of strategies’ properties, which could
be a very time consuming task. Our robot has 10
different strategies to choose from (Appendix 1).  It
knows how well each strategy performs in the
environment it is in right now.  It also knows which
of the five performance criteria it wants to either
minimize or maximize (Appendix 2).  Lets assume
that we want to maximize the efficiency (ε = [ DEUC /
Dtotal  ] * 100 % ).  It is our desire for the robot to
reach the goal while traveling along the most
prferable trajectory.  Under the first scenario
conditions, Experiment 1, simply choosing Strategy
5a as the most efficient one will not lead to the
efficiency optimization.  Hence, we must allow our
robot to somehow let its controller to evolve in order
to maximize (minimize) a desired criterion.

Genetic Programming (GP) originated from
Genetic Algorithms (GAs).  The main difference

between GP and GAs is in the way the solution to the
problem is represented.  GP creates new computer
programs as the solution whereas GAs generate a
string of numbers or some quantity that represent the
solution.  GP is a lot more powerful than GAs.  In
essence, GP is the key in creation of intelligent
systems that program themselves.

GP can be useful in the problems where
there is no ideal solution, (for example, a program
that drives a car or operates a tank) [2].  Moreover,
GP is very useful in finding solutions where the
variables are constantly changing (for instance, a
robot’s positioning).  Generally, the program will
find one solution for one type of environment, while
it will find an entirely different solution for another
one.

Step 1 - Initial (Virtual) Population
First, an initial population of random

computer programs is generated.  In our case we will
assume that our 10 strategies comprise the initial
population. All of the computations and changes take
place within a single robot’s "mind".

Step 2 - Reproduction Mechanism
Then, each program (strategy) in the

population is executed and assigned a fitness value
according to how well it solves the problem.  Our E.
coli robot already knows how well each strategy
performs in the environment it is currently in. If a



strategy performs above  or below the average
depending on the performance criterion  chosen, it
is considered to be “fit”, and, hence, will be allowed
to participate in the reproduction process.  For
example, if our fitness function is based upon the
efficiency criterion, a strategy with the efficiency
criterion above the average is considered to be "fit".
However, if the fitness function is based on the
energy criterion , a strategy with the energy
criterion above the average is considered to be
“unfit”. The pseudocode for the reproduction
mechanism is shown in Table 1.

Table 1: Pseudocode for the Reproduction

Mechanism

  CHOSE the Performance Criterion for optimization,

PCO

FIND AVE = average (PCOStrategy 1 PCOStrategy 1a …

PCOStrategy 5a)                          

for i=1:10

  if PCO of a particular strategy > (<)  AVE,  name this

strategy FIT

  else, name it UNFIT

  end

end

Step 3 – Formation of a New Population
After that, a new population of computer

programs (strategies) is created.  "Parents" are chosen
randomly, in pairs, based upon their fitness.  Two
parents produce two children.  The population size
usually remains fixed for the duration of the search
[3, 4].

The following sub-steps take place:
a) The best existing strategies are copied into a new
population.
b) Crossover

New computer programs (strategies) are formed
as a result of a crossover (sexual reproduction).  In
our case, during crossover, the chosen "parenting"
strategies swap the bottom halves of their programs
(second parts) to produce two children.  This process
is represented below graphically:

The probability of crossover was chosen to be
0.6.  If a randomly generated number in [0,1] interval
is less than a crossover probability, the chosen pairs
of strategies will go for crossover [5].  If crossover
doesn’t occur, the exact copies of parents are placed

into the new population. The pseudocode for the
process of crossover is represented in Table 2.

c) Mutation
New strategies are formed as a result of

mutation .  Here, we will somewhat deviate from the
traditional definition of the mutation

          Figure 1: The Process of Crossover

mechanism to suit the design purposes of our
robot’s controller.  First of all, in our design, it
was a desire to have a mutation  probability of 1
(usually it is preferred to have a very low
mutation rate[5]).  Then, we define the mutation
operator as a change of some Control Variable
Parameter’s value to a randomly generated
number.  For instance, the average length of the
robot’s jump µJ can undergo mutation when
specified, i.e. µJ will be changed to some random
value.  The pseudocode of the mutation process
is shown below:

Table 2: Pseudocode for the Process of

Crossover

while the formation of a new population is NOT completed

 {

  Randomly choose two parents out of FIT strategies

  Generate a random number P in the [0, 1] interval

  if P < 0.6, CROSSOVER and place two children into a

new population

  else, place the exact copies of parents into a new

population

  end

           }

CALCULATE Performance Criteria of a new population

Table 3: Pseudocode for the Mutation Process



while the formation of a new population is NOT completed

{

MUTATE a particular strategy by randomly changing a

specified Control Variable Parameter

}

CALCULATE Performance Criteria of a new population

Step 4 - The Best-So-Far Solution

The best strategy that appeared in any
generation, “the best-so-far solution”, is
designated as the result of GP [6].

Benefits of GP Implementation in VSC
In previous chapter, we roughly

estimated the most plausible ranges of operation
for the Control Parameters .  However, for the
particular scenario, we never found a specific
value of each Control Parameter under which a
specific strategy would perform the best. We
have 6 Control Parameters, 6 sets of values per
Control Parameter, and 10 control strategies.
Under assumption that there are at least 20
values per set, we would have to perform 1200
computations!  Instead of performing all 1200
computations we could simply allow our
strategies to mutate, let's say for 5 generations.
In other words, now, we would do the same type
of calculations but with 5 randomly chosen
values from each set of 20.  The number of
computations reduces to 300.  However, we are
not guaranteed that these 300 computations
would contain the best solutions (but we are
hoping). Most likely, we are able to determine
just improved solutions.

In a summary, what are the possible
benefits of GP implementation into our
controller?  First of all, as it was mentioned
earlier, we believe that it is possible to find the

improved (not necessarily the best of all)
solution without making a thorough investigation
of all meaningful combinations of control rules.
Second, with this type of controller, our robot
could improve its operability while still moving
towards the goal, i.e. being ON-LINE!

VSC should be able to:
• Reduce the computational complexity

via GP, by finding better solution (best-
so-far and not necessarily the best of
all) faster

• Create new strategies otherwise
unimaginable to humans

• Improve robot’s behavior while it is still
in motion towards the goal, i.e. stay
ON-LINE

• Reduce the cost factor
o All of the calculations and

iterations happen inside a
single robot’s "mind" (as
opposed to multiple
intercommunicating agents)

When we refer to our robot being ON-
LINE, we envision the following scenario: While
being in ON-LINE mode, i.e. while being on its
way to the goal, our robot could locally evaluate
the Performance Criteria of the strategy it’s
currently using, every n units of time.  Then, it
would decide on whether to change its strategy
of motion or not in accordance with the results.

Experimentations with Genetic Operators:
Mutation and Crossover
1st Set of Tests: Using the Reproduction and
Mutation Mechanisms
         only (Scenario 1)

Below is the general schema used for this
particular set of tests:

 Figure 2: General Schema for the 1st Set of Tests



Table 4 describes the algorithm used for this set
of tests. We chose the efficiency criterion to be
our Performance Criterion for optimization
(PCO), i.e. the Fitness function in the
Reproduction mechanism is based upon
efficiency.  Mutation was done by the change of
the average value of the random jump  µJ to some
random value.  The reason why we chose to
optimize (maximize) the efficiency via µJ is

because there is a dependency of the efficiency
criterion on µJ.  For example, if we wanted to
optimize (minimize) the energy criterion we
would have to mutate either µJ, ρ  or R.  The
main idea is ,  to make sure that there is
correlation between the chosen performance
criterion and the control parameter to be
mutated.

Table 4: Algorithm of Actions for the 1st Set of Tests

Given: Initial (virtual) population – 10 control strategies

Known: Their five Performance Criteria

for j=1:G (number of generations)

CHOSE the Performance Criterion for optimization, PCO

Reproduction Mechanism (for all strategies):

FIND AVE = average (PCOStrategy 1 PCOStrategy 1a … PCOStrategy 5a)

for i=1:10

if PCO of a particular strategy > (<)  AVE,  name this strategy FIT

else, name it UNFIT

end

end

COPY the best existing strategy into a new population

Mutation:

while the formation of a new population is NOT completed

{

MUTATE a particular strategy by randomly changing a specified Control

Variable Parameter

}

CALCULATE Performance Criteria of a new population

   end

CHOSE the best-performed strategy from the current generation

Results:
For Scenario 1, from the initial

population we can see that Strategy 5a is the
most efficient one. The number of generations G
was set to 5.  Eventually, original 10 strategies
were all replaced by Strategy 5a.  In the 5th

generation, the algorithm found the value of µJ
with which the efficiency of Strategy 5a
increased.  In the initial population, the efficiency
criterion (mean value of 10 runs) of Strategy 5a
was found to be 63.84 %  (see Table 3.13) with
µJ  = 50.  However, in the 5th generation, with the

mutated µJ = 40.76, the efficiency of Strategy 5a
increased to almost 65 % .

2nd Set of Tests: Using the Reproduction and
Mutation Mechanisms only (Scenario 2)

The only difference between this set of
tests and the 1st set of tests is in the initial setup
(Scenario 2).  The general schema and the
algorithm of actions are identical to those of the
1st set.

Results:



For Scenario 2, from the initial
population we can see that Strategy 4a is the
most efficient one.  The number of generations G
was again set to 5.  Eventually, original 10
strategies were all replaced by Strategy 4a.  In
the 5th generation, the algorithm found the value
of µJ with which the efficiency of Strategy 4a
increased.  In the initial population, the efficiency
criterion (mean value of 10 runs) of Strategy 4a
was found to be 57.94 % with µJ  = 100.
However, in the 5th generation, with the mutated
µJ = 50.89 the efficiency of Strategy 4a increased
to 62.09 % .

Conclusion for the 1st and 2nd Sets of Tests:

From the results of 1st and 2nd sets of
tests we conclude that through the sole use of the
reproduction and mutation mechanisms we may
find the value of the chosen control parameter
under which the best-so-far strategy may
perform even better.

3rd Set of Tests: Using the Reproduction and
Crossover
         Mechanisms only (Efficiency Fitness
Function, Scenario 1)

Below is the general schema for the 3rd

set of tests:

Figure 3: General Schema for the 3rd Set of Tests

This schema is described algorithmically in Table 5.
Once again, we chose the efficiency criterion to be
our PCO, i.e. the Fitness function in the
Reproduction mechanism is based upon efficiency.
Since we are not changing (mutating) any of the
control variable parameters, there should be nothing
that would affect the PCO. The point of performing a

crossover is in the fact that when we are pairing FIT
parents (e.g. with efficiency above the average), we’ll
have a higher probability of getting an offspring with
better PCO.  However, by attempting to improve one
performance criterion we might inadvertently
improve others as well.

Table 5: Algorithm of Actions for the 3rd Set of Tests

Given: Initial (virtual) population – 10 control strategies

Known: Their five Performance Criteria

for j=1:G (number of generations)

CHOSE the Performance Criterion for optimization, PCO

Reproduction Mechanism (for all strategies):

FIND AVE = average (PCOStrategy 1 PCOStrategy 1a … PCOStrategy 5a)

for i=1:10

if PCO of a particular strategy > (<)  AVE,  name this strategy FIT

else, name it UNFIT

end

end

COPY the best existing strategy into a new population



Crossover:

while the formation of a new population is NOT completed

{

Randomly choose two parents out of FIT strategies

Generate a random number P in the [0, 1] interval

if P < 0.6, CROSSOVER and place two children into a new population

else, place the exact copies of parents into a new population

end

}

CALCULATE Performance Criteria of a new population

end

CHOSE the best-performed strategy from the current generation

Results:
In Scenario 1, from the initial

population we know that Strategy 5a is the most
efficient one.  The number of generations G was
set to 2.  During the process of crossover
Strategies 3a and 4a were chosen for mating.
One of their children turned out be highly
efficient, since it was the efficiency that we tried
to maximize.  The results of this crossover are
tabulated below.  Table 6 also demonstrates from
which parent the child inherited this or that
property. Table 7 compares the performance

criteria of parents, Strategies 3a and 4a, to those
of their offspring, Children 1 and 2.

From these tables one can see that,
efficiency wise, Child 1 performed extremely
well.  None of the original 10 strategies, in the
same scenario, could ever achieve the efficiency
of 73 % !  However, Child 2 performed quite
poor in terms of efficiency.  Nevertheless, in all
of the other aspects, it performed slightly better
than one of its parents, Strategy 3a. Thus, we
conclude that when optimizing one performance
criterion we may also inadvertently improve
other criteria as well.

Table 6: 3rd Set of Tests - Results of the Crossover

Strategy Part 1 Part 2

Control

Rules

Used

Supplemental

Rules Used

Utilized

Sensors

3a (1st move is always

a jump)
If ∆Cs & ∆Ct < 0, rotate

If ∆Cs & ∆Ct > 0,

jump_decrease,

else, rotate

1, 2,

3, 4
1, 2

head, tail,

belly

4a

rotate n times and

measure all n C's; find

max C out of n C's;

rotate; find Cnew;

while Cnew < max C,

rotate

jump_decrease 3, 4 1, 2 belly



Child 1 of 3a & 4a

rotate n times and

measure all n C's; find

max C out of n C's;

rotate; find Cnew;

while Cnew < max C,

rotate

If ∆Cs & ∆Ct > 0,

jump_decrease,

else, rotate

2, 3, 4 1, 2
head, tail,

belly

Child 2 of 3a & 4a

(1st move is always a

jump – inherited

from 3a)

If ∆Cs & ∆Ct < 0, rotate jump_decrease 1, 3 1, 2
head, tail,

belly

Table 7: 3rd Set of Tests - Parents’ Performance vs. Children’s With Efficiency Fitness Function

Strategy
Ave Time of 10

runs / Std Dev

Ave Velocity of

10 runs / Std Dev

Ave Efficiency

of 10 runs / Std

Dev

Ave Energy of

10 runs / Std

Dev

Ave Error of

10 runs / Std

Dev

Parent 1 (3a) 46.05 21.45 13.63 4.52 45.31 14.30 33 13.67 10.32 0.74

Parent 2 (4a) 151.63 40.62 2.97 0.65 55.69 10.08 148.10 39.73 11.20 0.41

Child 1 177.91 67.192 2.02 0.7314 73.35 7.435 165.1 64.578 10.65 0.26

Child 2 41.27 12.49 14.28 2.88 42.91 11.33 26.10 9.87 9.71 0.87

In Figure 4 we compare Strategies 3a and 4a
trajectories of motion to those of their "children".  It
is apparent that Child 1 has the highest efficiency (the
thickness of the "tube" is smaller than that of others).

4th Set of Tests: Using the Reproduction and
Crossover Mechanisms only (Energy Fitness
Function, Scenario 1)

The general schema and the algorithm
of actions are the same as in 3rd Set of Tests. For
this particular set of tests we chose the energy
criterion to be our PCO, i.e. the Fitness function
in the Reproduction mechanism is based upon
energy.

Results:
For Scenario 1, from the initial population

(Table 13) we know that Strategy 5a is the most
efficient one.  The number of generations G was set
to 2.  During the process of crossover Strategies 1a
and 2a were chosen for mating.  Their children turned
out to be more energy efficient than one of their

parents (remember it was the energy performance
criterion that we tried to minimize).
The results of this crossover are tabulated below:

The comparison of performance criteria of parents,
Strategies 1a and 2a, to those of their offspring,
Children 1 and 2 are collected in the table:
From another table one can see that, energy wise,
both children performed better than Parent 2
(Strategy 2a).  Also, the efficiency criterion for both
children is a lot better than that of Strategy 2a. Thus,
we come to the same conclusion (see results for the
3rd Set of tests) again that when optimizing one
performance criterion we can also unconsciously
improve other criteria as well.

Figure 5 compares the parents' trajectories of motion
to those of their offspring. Visually, it is difficult to
make any sort of conclusion about strategies’
performances.  Even though the "tube" of trajectories
for Child 2 seems to be narrower, numerically,



Strategy 1a has the highest efficiency.

Figure 4: 3rd Set of Tests - Trajectories of Robotic Motion for Strategies 3a, 4a, and their Children

Table 8: 4th Set of Tests - Results of the Crossover

Strategy Part 1 Part 2

Control

Rules

Used

Supplemental

Rules Used

Utilized

Sensors

1a If ∆Cs < 0, rotate
If ∆Cs > 0,

jump_decrease
1, 2 1, 2 head, tail

2a (1st move is always

a jump)
If ∆Ct < 0, rotate

If ∆Ct > 0,

jump_decrease
3, 4 1, 2 belly



Child 1 of 1a & 2a

(1st move is always a

jump)

If ∆Cs < 0, rotate

If ∆Ct > 0,

jump_decrease

(else, rotate –

if neither of

conditions is met—

an additional rule

we had to

introduce)

1, 4 1, 2
head, tail,

belly

Child 2 of 1a & 2a

(1st move is always a

jump)
If ∆Ct < 0, rotate

If ∆Cs > 0,

jump_decrease

(else, rotate –

if neither of

conditions is met—

an additional rule

we had to

introduce)

2, 3 1, 2
head, tail,

belly

Table 9: 4th Set of Tests - Parents’ Performance vs. Children’s

With Energy Fitness Function

Strategy
Ave Time of 10

runs / Std Dev

Ave Velocity of

10 runs / Std Dev

Ave Efficiency

of 10 runs / Std

Dev

Ave Energy of

10 runs / Std

Dev

Ave Error of

10 runs / Std

Dev

Parent 1 (1a) 32.73 9.30 12.64 1.36 60.8 17.74 31.9 9.10 10.58 0.74

Parent 2 (2a) 36.1 15.18 21.88 4.29 33.96 10.64 35.2 14.78 10.09 0.52

Child 1 35.97 16.67 18.58 4.68 42.93 16.58 34.60 16.19 10.54 0.45

Child 2 34.73 9.92 14.33 3.40 50.95 11.69 33.40 9.56 10.50 1.05

Conclusion for the 3rd and 4th Sets of Tests:
From the results of 3rd and 4th sets of

tests we conclude that through the sole use of the
reproduction and crossover mechanisms we may
find new strategies that perform better than their
parents or at least one of the parents.

Operation of the Genetically Programmed
VSC

Combining results from the four sets of
tests analyzed above, we came up with the
following design of our Variable Structure
Controller:



Figure 5: 4th Set of Tests - Trajectories of Robotic Motion for Strategies 1a, 2a, and their Children

Figure 6: Variable Structure Controller’s General Schema



Generally, VSC does the following:
• Uses the Reproduction and Crossover

mechanisms for a G number of
generations.

• It may create a new strategy that
performs better than its parents or at
least one of its parents.  If a new
strategy is created, it’s placed into a
new population.

• In Gth generation it chooses the best
performed strategy and mutates it N
number of times by changing some
specified Control Variable Parameter to
a random value.

• Outputs an IMPROVED solution in
terms of the best-performed strategy
and the Control Variable Parameter’s
value it performs the best with.

Also, we believe that if we let our controller vary
the fitness function from generation to
generation, it might be able to come up with a
strategy that will have an improvement along
more than one performance criterion.  Below,
we will describe the operation of our VSC
algorithmically:

Table 10: Pseudocode of the VSC’s Operation

Given: Initial (virtual) population – 10 control strategies

Known: Their five Performance Criteria

for j=1:G (number of generations)

CHOSE the Performance Criterion for optimization, PCO

Reproduction Mechanism (for all strategies):

FIND AVE = average (PCOStrategy 1 PCOStrategy 1a … PCOStrategy 5a)

for i=1:10

if PCO of a particular strategy > (<)  AVE,  name this strategy FIT

else, name it UNFIT

end

end

COPY the best existing strategy into a new population

Crossover:

while the formation of a new population is NOT completed

{

Randomly choose two parents out of FIT strategies

Generate a random number P in the [0, 1] interval

if P < 0.6, CROSSOVER and place two children into a new population

else, place the exact copies of parents into a new population

end

}

CALCULATE Performance Criteria of a new population

   end

CHOSE the best-performed strategy from the current generation

Mutation:

for k=1:N (number of generations)

MUTATE the best-performed strategy by randomly changing a specified Control Variable Parameter

CALCULATE Performance Criteria of a mutated strategy



end

RETAIN the value of a mutated Control Variable Parameter under which the best-performed strategy performs

even better

In essence, our VSC not only can create new
strategies , it can also determine under which
value of the specified Control Variable
Parameter they perform the best.

Conclusions and Recommendations
In this paper, the following three major goals
were pursued:

• To study a behavior of a real E. coli
bacterium

• To synthesize robotic control strategies
that are both efficient and robust based
on the observations of E. coli’s
behavior

• To design a robotic controller that
would presume a creation of a very
broad scope of logically compatible
combinations of control rules

comprising the earlier developed
control strategies

It is worth mentioning that out of our 10
designed control strategies Strategy 2 emulates
the behavior of a real E. coli bacterium the best,
even though it is not the most robust strategy.  In
the figure below we compare the behavior of our
robot implementing Strategy 2 to that of a real E.
coli bacterium in a nearly isotropic homogenous
medium:

The decision-making mechanism of an E.
coli cell helped us design 10 robust control
strategies.  This led to the creation of a variable
structure controller (VSC) that not only can
create new strategies all on its own, but can also
determine under which value of the specified
Control Variable Parameter they perform the
best.

  Figure 7: Robotic Trajectory of

                                                 Motion (Strategy 2) vs. Real E. coli Bacterium's Trajectory of Motion
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Appendix 1
Control Strategies

Strategy Part 1 Part 2
Control
Rules
Used

Supplemental
Rules Used

Utilized
Sensors

1 If ∆Cs < 0, rotate If ∆Cs > 0, jump 1, 2 1 head, tail

1a If ∆Cs < 0, rotate
If ∆Cs > 0,
jump_decrease

1, 2 1, 2 head, tail

2 (1st move is always
a jump) If ∆Ct < 0, rotate If ∆Ct > 0, jump 3, 4 1 belly

2a (1st move is always
a jump) If ∆Ct < 0, rotate

If ∆Ct > 0,
jump_decrease

3, 4 1, 2 belly

3 (1st move is always
a jump) If ∆Cs & ∆Ct < 0, rotate

If ∆Cs & ∆Ct > 0,
jump, else, rotate

1, 2,
    3, 4

1
head, tail,

belly

3a (1st move is always
a jump)

If ∆Cs & ∆Ct < 0, rotate
If ∆Cs & ∆Ct > 0,
jump_decrease,
else, rotate

1, 2,
    3, 4

1, 2
head, tail,

belly

4

rotate n times and
measure all n C's; find
max C out of n C's;
rotate; find Cnew;
while Cnew < max C,
rotate

jump 3, 4 1 belly

4a

rotate n times and
measure all n C's; find
max C out of n C's;
rotate; find Cnew;
while Cnew < max C,
rotate

jump_decrease 3, 4 1, 2 belly

5 If ∆Cs < 0, rotate
If ∆Cs > 0, jump,
rotate

1, 2 1 head, tail

5a If ∆Cs < 0, rotate
If ∆Cs > 0,
jump_decrease,
rotate

1, 2 1, 2 head, tail

Appendix 2
Performance criteria

Introduction of Performance Criteria
The performance criteria (for a single run)

of our 10 strategies are defined as follows:
Time, t (sec) – total time it takes to complete a single
run
Velocity, V (units/sec) – overall velocity, defined as
a total distance traveled, Dtotal, over total time: V =
Dtotal / t
Efficiency, ε (%) – Euclidean (shortest) distance,
DEUC, over total distance traveled: ε = [ DEUC / Dtotal  ]
* 100 % .  DEUC is the distance between initial
position of our robot’s tail and the sugar point.  For

instance, for the scenario that we chose (Table 3.2),
DEUC = 232.03 units of length.  The reason why we
are finding distance between the robot’s tail and the
sugar point instead of the one between the robot’s
belly and the sugar point is because of the fact that
our
Energy, E (elementary moves) – energy in this thesis
is defined as a total number of elementary moves
(jumps and rotations).  It is assumed that both JUMP
and ROTATION have a unit of energy.
Error , Err (% from DEUC) – error of arrival to the
goal.  When DEUC is calculated there is a need to



compensate for the error of arrival to the goal.  Due
to the fact that it would be quite difficult for the E.
coli robot to find a single (sugar) point, we
introduced a Stopping Rule with its circle of radius
R around the sugar point.  Introduction of this so-
called circular “sugar vicinity” also introduces an
error of arrival to the goal.  To compensate for that
we do the following:

DEUC – (h / 2 + R),
where h is the height or length of our robot and h /2 +
R quantity represents the maximum Err possible in
units of length.  To elaborate on what we mean by the
maximum error possible we present the picture
below:

Figure A :  Depiction of the Robot’s Stop in the Sugar Vicinity when the Error (in units of length) of Arrival to
the Goal is Maximum

Remember that the robot stops if the distance
between its belly and sugar point is less or equal to
R.  Thus, the Errmax = R + h / 2 since we are
calculating distances from the robot’s tail and not its
belly.
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Abstract

The application of power-driven machinery to
manufacturing and other areas of human endeavor
characterized the Industrial Revolution in the 18th and 19th

centuries.  Measurement contributed in many ways to the
increasing economic influence of these machines.  Using
formal or informal physical principles, metrics and
measurement techniques were found that allowed the
comparison of machine performance (evaluation), the
development of machines with the needed qualities
(engineering), and the coordination of machines within
factories (integration).  The required physical dimensions
were space, time, and mass, and the common physical
quantities derived from these three; and, for these
quantities, measurement techniques were established.  In
the Information Revolution begun in the 20th Century,
measuring information is also vital to the continued
influence of machines.  Unfortunately, information is not
as well understood, as are physical constructs.  It seems to
have an unlimited number of dimensions, and no
generally accepted metrics or measurement procedures.
So how do we measure the impact of information in the
21st Century?  This paper sketches research directions that
may help to answer this question and it stresses the
importance of obtaining an answer.

I. INTRODUCTION

The machines or systems (machine and system will be
used as synonyms) to which we will refer in this paper are
ones in which information is vitally necessary and for
which information affects the behavior.  Our use of
“behavior” is not limited to input and output, not a black
box definition.  There is information coming into, going
out of, and residing within a system that is essential to
both its internal and external behavior.  So machines have
a physical aspect, but it is the informational one that will
be stressed here.  Of particular interest is manufacturing,
where systems have practical importance plus high
complexity; but the same problems arise in all
information domains.

Information must be conveyed in physical symbols like
marks on paper, sounds, or electrical pulses. Nevertheless,
information has an effect on a system that is not
explainable by its physical properties alone.  That effect is
related to (1) the organization of the symbols, (2) the
meaning ascribed to the symbols and their organization,
and (3) the change in the system state that comes from
understanding and acting on that meaning.  Since the state
varies with time, so will the effect of a particular item of
information on the properties of a given system.

There are three practical reasons for measuring these
properties.  First, they are useful to evaluate systems
successfully.  Measurements are needed to compare one
system to another, to show that they meet a particular
need, to prove that they fulfill the specifications of a prior
agreement, to demonstrate that they conform to standards,
and so on.  Second, they are necessary to engineer
systems successfully.  Measurements are needed to ensure
that constraints in the building process are met and that
the system will behave in the required way.  As an
extension of the process of building to the practical need
for modularity, they are required to integrate systems
successfully. Measurements are needed to verify that the
information needed by one system can be supplied by
others without error and on time. The importance of
measurement can thus be based in the three roles for
measurement: evaluation, engineering, and integration.
There are other reasons, too, that might be cited, such as
understanding the system; but they can be seen generally
as overlapping the three practical reasons1.

In the earliest applications of information that impacted
the performance of systems, the physical carrier of the
information was mechanical links in steam engine
governors, punched holes in Jacquard looms, or electrical
connectivity in thermostats.  The impacts of the
information could be measured for these applications by
its physical properties, and its physical cause and effect
(as heat causing expansion of a certain amount or current

                                                          
1 An appendix is attached that discusses some meta-level
aspects of the measurement, with respect to science and
engineering.



flow in a thermocouple), reaction times, and so on.  Those
impacts could be quantified, therefore, in terms of system
performance. The meaning of the information, not its
representation, was what influenced that performance.
The punched holes in the loom cards were originally in
stiff pasteboard and were read by needles. After their
evolution into Hollerith’s paper cards, they could be read
by pins that conveyed electricity and later by light and
electricity.  Finally, when the cards went away entirely in
favor of other information representations, the same
information could be conveyed by different physical
means. Thus, the performance of many physical systems
is, in some sense, independent of the physical form of the
information that drives them.

The complexity of systems has evolved considerably over
the past twenty years.  Among the more complex systems
are what we often call "intelligent systems". In these
systems,2 the impact of the informational component, its
representation and its meaning, is paramount.  It is clear
that testing for the amount of and the impact of
information in any particular area is going to be difficult,
and that even the terms "amount" and "impact" will be
difficult to define.  In short, a metric of the information
abstracted from the physical parameters is not evident.
The paper will argue that a great number of such systems
exist, even outside the area that might be labeled
"intelligent" or "knowledge based".  It stresses several
critical points to understanding and controlling such
systems.

II. IMPACT OF INFORMATION ON CONTROL OF COMPLEX

SYSTEMS

Two of the simple systems mentioned above as examples
– the thermostat and the governor – are ones in which the
information is gathered by feedback, which is the
collection of information, its representation in a physical
medium, and its interpretation to control a system.  The
handling of information for control can be much less
direct.  Yet it is often the case that simple models can
provide ideas that can be generalized to more complex
ones, and maybe it can help in this case to understand the
general problem of measuring information impact.

Many complex systems can be viewed as a collection of
integrated and layered subsystems, which might at some
“bottom” layer be cases of direct physical control.
Typically, the layering occurs in both the temporal
domain and the spatial domain. The bottom layer contains
some combination of biological, chemical, and physical
processes.  In humans, the evolution of these processes is
governed by an internal and natural intelligence, which

                                                          
2 This paper used the term "complex" interchangeably
with “intelligent”, to avoid defining the latter term, the
difference not being important for our purposes.

we call the mind. While we do not know exactly how it
works, we see its benefits every moment of our lives.

Man-made systems, on the other hand, are not endowed
with a mind.  The processes that make up these systems
are subject to the second law of thermodynamics.  Hence,
without any external intelligence to guide their evolution,
entropy will increase and they will go out of control over
time. To keep this from happening, researchers have
expended an enormous amount of time, energy, and
money to develop models, algorithms, and heuristics that
come under the general heading of control theory.

While it is conceptually simple, control theory can be
complicated in practice.  Conceptually, it consists of two
steps.  Step 1 is to set the desired goal and develop a plan
to achieve that goal. Step 2 is to observe the execution of
that plan and make adjustments as required.  The first step
usually involves the development of a model of the
system, an optimization problem based on that model, and
technique to solve that problem.  Models, which can be
continuous or discrete, and deterministic or stochastic,
typically have temporal and spatial parameters. The
optimization problem has at least one measurable,
quantitative goal and constrains the parameters in the
model.  Sometimes these problems can be solved
analytically, sometimes not.  Regardless of how the
solution is derived, it results in a plan to be executed by
the system.

Consider a robot that that must move a part from point A
to point B in the shortest possible time.  To generate a
path to accomplish this goal, the robot controller, which
could be a human or a software procedure, needs models
of the robot and its environment. These models are
continuous time, continuous state, and deterministic.  The
controller formulates an optimization problem whose
solution will specify the start coordinates, the end
coordinates, the time, limits on models parameters (such
as speed, joint angles, and so on), and possible obstacles
to avoid.  That solution yields the optimal plan that the
robot should use. This plan is then sent to the robot, or
more accurately the execution part of its controller, to be
implemented.   Once the robot begins to move, we must
proceed to step 2.  This means that we must somehow
make sure that the robot does not exceed any of the limits
and follows the predetermined path.  We do this through
the generation and analysis of feedback.  Sensors on the
robot create the feedback, which is analyzed by the
controller.  When a problem is detected, a new plan will
be generated.

CRITICAL POINT 1: Both the plan and the feedback
are information objects, which impact the
performance and the behavior of the robot.  Some of
these objects are simple; some are not. The meaning of
these objects must be conveyed to and understood by



all hardware and software components or there is no
hope of achieving the desired goals.  These capabilities
do not happen "naturally"; they must be built into the
system.

As we move up the layers, we no longer deal directly with
biological, chemical, and physical systems.  Instead, we
deal with decision-making and information systems that
affect those bottom-layers, but on a longer-term basis.
Nevertheless, the same two steps are involved.  In this
case, however, the models are discrete time and discrete
state systems that often contain one or more stochastic
parameters.  There are several, often conflicting,
quantitative performance measures and the techniques are
implemented in a number of software applications such as
linear programming, demand forecasting, and supply
chain management.  These applications also produce
plans that are implemented in other, lower-layer software
applications -- demands lead to production plans, which
lead to schedules, which lead to sequences and so on.
These plans are based on information that has a high
degree of uncertainty.  Some of this uncertainty arises
because of the influence of the second law on the bottom-
layer processes.  Some of it arises because of the
stochastic nature of predictions associated with demand
projections, priority orders, and material arrivals, to name
a few.

CRITICAL POINT 2: Optimizing high-level
performance measures is critically dependent on the
ability of the associated software applications to share
complex information objects.  Furthermore, without
have a common understanding of the meaning of those
objects, optimization is useless.

As we progress through the various layers of a complex
system like a manufacturing enterprise, an evolution
occurs from continuous time to discrete time and from
continuous state to discrete state.  Furthermore, an
aggregation in information takes place as well - very
detailed, relatively simple, deterministic information at
the bottom; very little detail, more complex, highly
stochastic information at the top. No one knows how this
evolution or aggregation takes place.  Moreover, at every
layer, there is some influence of entropy from both the
second law and information uncertainty. At the bottom,
the second law dominates. At the top, information
uncertainty dominates. We have a very good idea of how
to measure and control the effects of the second law on
physical system performance.  We have almost no idea
how to measure and control the effects of information on
performance.

CRITICAL POINT 3: Information has a large impact
on system performance.  Integration, getting the right
information from one software application to another,
also has an impact. Consequently, ensuring that all

software applications have the same understanding of
that information is critical to system performance.
Furthermore, and most importantly, our ability to
measure how well they understand impacts directly
our ability to measure the true performance of the
system.

An important question then is how can we build software
applications that are capable of understanding
information.  The simple answer is that we must make
software, just as we must make equipment, more
intelligent.  More accurately, we must surround each
software application with the "stuff" it needs to
understand the information it receives from other
applications.  A partial list of some of that “stuff"
includes:

Parsers to determine the structure of an encoding (the
physical representation) according to a known
structural description (for symbols, called a
“grammar”).

Ontologies to describe the internal model that the
system can use to recognize inputs in terms of
catalogues of entities and processes and their
relationships.

Dictionaries to define the relationship of discrete
elements of the encoding to objects and processes in
the ontology.

Mappers from encodings to models or directly from
one model to another.

Controller which makes decisions on a course of
action (a sequence of behaviors), based on
information in plans that have been preprogrammed
or formulated and inputs (from users or sensors,
including feedback), and operates actuators to cause
the behavior sequence.

Actuators: Devices which behave physically to
produce behavior.

Perceptors: Systems that convert the input of sensors
into information for the system to process.

Equivalence, Similarity, and Difference Metrics:
Ways of measuring how the information in one
system or subsystem relates to another – whether it is
equivalent or not (more on this below!)

CRITICAL POINT 4: Our ability to control the
performance of the physical systems can depend
directly on our ability to measure the similarities and
differences between information objects.



III. MEASURING EQUIVALENCE BETWEEN INFORMATION

OBJECTS

Perhaps the first thing to consider in looking at
measurement metrics is whether definitions of
equivalence can be established.  This is a tricky issue,
because in some sense they cannot.  Consider two
ontologies, as defined above.  They conventionally are
represented by classes of entities and their attributes,
linked into hierarchies (lattices are mathematically one
representation) based on the IS-A relationship.  IS-A
relationships are based on the attributes of classes of
entities, and those attributes are based two things:
fundamental properties and the behaviors of entities in
activities.  Trying to compare behaviors of entities after a
certain degree of complexity is reached leads to things
like the halting problem.  Thus, just as it may be formally
undecidable if two programs are equivalent, it may be
difficult to determine ontological equivalence formally.
Perhaps we can still get measurements that will enable
satisfactory performance within bounds, and
undecidability will not be a problem.  We still need to
measure some concepts of equivalence, even with the
blanket restriction of undecidability, which is a common
restriction that must be sidestepped often in computing.
One approach is to use approximations, which are often
required by limited measurement precision anyway.

CRITICAL POINT 5: The equivalence of information
objects may be undecidable, but we may be able to
develop approximate measurements.

Developing an approximate equivalence metric puts us
right in the middle of an ongoing controversy.  That
controversy revolves around the best way to represent
uncertainty in information.  There are two views:
probabilistic and fuzzy. The probability proponents argue
that there is only one consistent way to measure
uncertainty and that is probability theory.  They further
argue that all probability is conditioned upon prior
information and that the proper way to do inferencing
must be based on a Bayesian framework.  That
framework says (1) create a prior distribution using the
Principle of Maximum Entropy, (2) update that
distribution using any new information and Bayes
theorem, and, (3) use this new distribution for inferencing
[Jaynes, 88].

The fuzzy proponents argue that information is not crisp
enough to be measured using the quantitative laws of
probability.  To overcome this difficulty, the concept of a
membership function is used.  It has yet to be determined
for many researchers if there is any essential difference
between using fuzzy information and exact numbers with
probabilistic error bounds.  At this point, many people
agree that fuzzy information can be a useful concept for
engineering systems and simplifying the code that runs

those systems. It may turn out that it is a mathematical
difference analogous to that between matrix and wave
mechanics in physics.

CRITICAL POINT 6: A full understanding of the
relationship between various approximate ways of
measuring information is needed.

Another important issue related to measuring uncertainty
in information objects is the notion of entropy.  That there
is a relationship between information and entropy has
been postulated for many years.  A number of information
measures have been proposed [Arndt, 01], including those
by Shannon  [Shannon and Weaver, 71] and Stonier
[Stonier, 91].  Information is a measure of the decrease of
uncertainty, and its representation requires an organized
notation.  Entropy is a measure of the increase of
randomness.  If one takes an organized body of
information and randomizes it (adds noise) then there is
less information and higher entropy.

The term “information” is itself used in different ways,
however, because organization can mean many things.  In
thermodynamics, it is molecules behaving in an organized
fashion.  In Shannon’s communication examples, it is
strings of symbols sent from a sender arranged in a way
that can potentially lessen uncertainty at a receiver that
can decode the symbols.  In other uses, however,
information has to be relevant to some task being
performed by a system.  In computation, it is related to
complexity considerations.  The work of Solomonoff,
Kolmogoroff and Chaitin [Chaitin, 92] links information
conveyed by symbols in logic and information systems
with complexity of computation, and relates them to
Shannon’s measures, as well.

The problem of information content is that it is “about
something”.  How do we compare information about two
different subjects?  The answer may be that we just do not
do so, at least if the subjects are independent.  But how do
we know if they are independent?  We may not want to
mix oranges and apples; but, if we are concerned about
fruit, we can develop information about them because
they are no longer independent.  Consider the following
simple experiment.  Suppose we have nine pieces of fruit,
five oranges and four apples, and someone puts three of
them in a bag.  If we find three apples, we know that there
are no oranges.  This becomes much more difficult when
we get to questionable or fuzzy sets -- try repeating this
experiment with five big apples and four small apples.
This second experiment is typical of problem of
measuring information content.  It depends on the
individual system and its ontology.  Independence can be
classified as being in different dimensions, analogous to
dimensions in physics; but it seems there are too many
dimensions to measure.



In the example above “fruitiness” might be considered an
attribute and the question might be whether a tomato has
some fruitiness, so a negotiation is needed to decide if it
will count or not.  The Garden of Eden “fruit” is generally
considered to be an apple.  Could it be an orange?  Is an
apple “fruitier” or more likely to be fruity than an orange?
Reasoning like this would call for a lot of dimensions,
since apples and oranges alone have plenty of attributes to
be compared.  The psychologist and communication
scholar Charles E. Osgood developed work in the
measurement of a type of meaning (which is information
content in much the same way that work is energy;
meaning changes information content).

Osgood was interested in connotative meaning – meaning
that is related to an individual’s personal ontology
[Osgood, 57].  So, it is beyond the denotational meaning
and only intended to be partial.  In trying to define it, he
postulated three dimension types or factors, within which
pairs of adjectives would indicate denotations.

• Evaluative factor (example: good - bad)
• Potency factor (example: strong – weak)
• Activity factor (example: active - passive)

Osgood then measured each pair, for each factor, on a
seven point Likert scale.  In the apple example, perhaps
“fruity” could be equated to one and “not fruity” could be
equated to seven.  He then constructed an n-dimensional
space, n being the number of adjective pairs, for his
“semantic differential”.

Clearly, much more than the semantic differential is
needed to do the evaluation that can lead to integration of
several manufacturing systems or bioinformatics systems.
However, Osgood’s ideas fit into the idea of fuzzy
frameworks, and it was an important step in trying to
formalize the idea of how the vocabulary of humans may
vary.  Vocabulary, while not the same as ontology, is
closely linked, and provides a way to get at human
ontologies.  With machines where we know the code, we
have the advantage of being able to read the ontologies
more directly.  The problem then becomes one of
developing mappings from one ontology to another.

How do we reconcile the measures mentioned above with
a system of dimensions like those used to measure
physical dimensions, and how many dimensions do we
actually have in information?

CRITICAL POINT 7: Even a theory that defines
information not just as to amount but also in terms of
“vectors” of information does not so far seem
adequate for computing information equivalence or
providing a precise measure of information overlap,
though it is an interesting approach.

There are other problems of terminology that will not be
discussed.  It is rare to hear people use “data”,
“information”, and “knowledge” in consistent, well-
defined ways.  And what about “potential information”
that has a statistical amount but is not used at all?  All of
these still need some standard definition and scientific
theories to put them in a framework.  The underlying
theory is not adequate.  On the other hand, perhaps a
limited categorization of knowledge that would cover
particular programs is possible, if the categorization can
be agreed upon.  Here we return to the notion of ontology.
This is a claim that sums up some of the ideas herein:

CRITICAL POINT 8:  What we need to measure
defines the model of the world that a system expects to
find and its ways of coping with that world.  The set of
its behaviors may be infinite and unknowable if the
machine is complex, but it is defined indirectly if we
can predict behavior through the model.  To predict
behavior accurately, the information needs to be
characterized in an ontology and what is done to
information based on that ontology.

This point would seem to suggest an arduous task for
satisfactory measurement of the relevant information that
flows through a system; but it also suggest a potential
benefit. Measurement of the information, if it is
adequately powerful, can potentially “give back” to us in
understanding enough value to repay the effort we put
into creating and applying the metrics and techniques.

It is clear that every system that deals with information,
whether computational or biological, contains an internal
model of the outside world – an ontology.  In computer
programs, the elements of the ontology are data objects
and procedures for manipulating those data objects; both
are used by the program.  Like matter and energy in
physics, data objects and procedures in an ontology are
related.  Consider the notion of an ordered list of
customers.  It is a data object; yet it can be defined by a
random set of customers and a sorting procedure.  Its
inputs are the (unordered) list and a statement of the type
of order desired; and its output is the ordered list.  If we
want to integrate two systems that need an ordered list of
customers for some purpose, it is important that we be
confident that they employ the same order; otherwise they
will not correctly operate together.  To do that, it is
necessary to measure the ontologies of the two systems to
see if that is true.

The order example is not very complex on its surface.  In
practice, it is not possible, in general, to find out whether
two algorithms producing an arbitrary order (not just a
simple linear one) are outputting the same information.
This is a consequence of a variety of undecidability
results.  So it is necessary to consider how we can use
standards and measurements to be relatively confident



that there is going to be interoperability between the two
systems.

IV. MORE ON MEASURING, COMPARISON, AND

CHARACTERIZATION OF ONTOLOGIES

The point has been made above that a core ontology is
needed to specify what information can be communicated
to a given system by another system and what information
the given system can send back.  There is work going on
in measuring these ontologies.

Every ontology has certain terms that may be grounded in
physical parameters.  In these cases, the physical
information needs to be expressed in the appropriate
dimensions.  We are all familiar with the problem that
arose in a probe of the planet Mars when the input and the
expected physical parameters had different dimensions.
That problem was not unique, and is even common in the
building of software systems that do not have well-
engineered descriptions of requirements.  It is just easier
to recognize when the information is closely related to
physical parameters, as in the Mars probe.  This also
happens when the output from physical sensors is used as
input to software applications.  One tests the input
requirements to see if the sensor outputs match exactly or
in a way that is 'mappable' at the information level.
Ontologies can help in both the matching and the
mapping.

The development of explicit ontologies, therefore, is itself
an important step because it clarifies which information
items are directly grounded and which are indirectly
grounded through computations.  Comparing directly
grounded objects is, in general, easier than comparing
indeirectly grounded objects.  Even if the frameworks for
the ontologies are different, they can be compared if they
use a consistent style.  [Noy and Hafner, 97] characterized
and compared a number of different ontologies.  They
concluded that if the ontologies can then be mapped into a
similar format, they may be aligned, and maybe merged,
with perhaps some human interaction.  [Noy and Musen,
00] discusses this for a system called PROMPT;
[McGuinness et al, 00] discusses an environment that
provides tools for people who wish to merge ontologies.

Three efforts are underway to develop some standards for
ontologies related to manufacturing:    the Standard Upper
Ontology, SUO, [http://suo.ieee.org/], the Process
Specification Language, PSL,
[http://www.mel.nist.gov/psl/], and, the Defense Agency
Markup Language, DAML, [http://www.daml.org/] .
These can be helpful in that they make the comparison of
systems with different ontologies easier.  How does each
deviate from the core ontology?  If the top (more general)
ontological categories are the same, that saves a lot of
work; and if they are not entirely the same, it may be

easier to compare them to a single, core ontology and note
their deviations.  But there will still be systems with
different ontologies in overlapping subject areas that need
to be merged.  A recent paper on how these may be
compared is found in [Maedche and Staab, 01], who
provide some explicit measures of similarity.

The goal of determining the properties of ontologies by
analyzing the information in them and then comparing
them to ontologies of other systems for interoperability
purposes is still some distance away.  Nevertheless, the
interest in the area is growing and the results are
promising.

V. IMPLICATIONS FOR COMPUTER SCIENCE AND

SOFTWARE ENGINEERING

Each programming language must provide means of
instructing a machine how to process information.  This
can be done implicitly, through logic or objects, or
explicitly, through commands and procedure calls.
Equally, a language must be able to convey knowledge of
what information it is dealing with.  This fact is
encapsulated in the title of Nicklaus Wirth’s book
Algorithms + Data Structures = Programs [Wirth, 1976].
The history of programming languages shows that there is
a tradeoff between describing the how and what.  The
tradeoff is illustrated by comparing object-oriented
languages with procedural languages.  In the SIMULA
language, the first object-oriented language, is both
procedural and object-oriented, but a glance at the
programs in, say, SIMULA Begin [Birtwhistle et al 73] ,
illustrates the tradeoff.

The data structure is a fundamental part of a programming
language. There has been descriptive work on data
structures, and everybody has examples of
"informationally equivalent" data structures.  As a simple
example, consider character strings.  Before they were
basic structures in some languages, they were handled as
an array of characters and numbers with the number
indicating the array address of the next character.  Note
that one of these has both single characters and integers,
while the other one has only character strings. Despite the
difference in structure, it is not difficult to show the
informational equivalence of these two representations. In
fact, the idea of data abstraction deals with using such
equivalences to free the programmer from details of
implementation.  Though it is not the purpose of this
paper to deal with programming per se, the idea of
comparing ontologies is, in fact, similar to comparing two
implementations that have different data structures.  One
first asks if the data structures are equivalent.  If so, their
syntax, the physical organization by which they are
communicated by the programmer to the computer or
stored in the computer is equivalent.  The next question is
“Do they mean the same thing?”  Another way to ask this



question is “Are they informationally the same?” This is
usually far more difficult to ascertain.

The data structures used in a program are a part of the
program’s ontology, as are the procedures it uses.  When
we set out to integrate two existing programs, we want to
be able to measure their ontologies because it is necessary
that their data structures correspond in some way.  That
understanding allows us to couple them directly or
through an interface.  Two ways to improve software
engineering are (1) to develop methods for creating and
publishing these ontologies, and, (2) create processes for
measuring informational objects and determining their
role in the software programs.

One of the early issues in programming was modularity.
As programs became more complex, and particularly as
they began to be crafted by a team of people rather than a
single individual, modularity became a design
requirement.  The possibility of reuse was another major
impetus.  Today, integration of software is probably more
important than the creation of tailor-made programs.  The
challenge of integration is determining if the information-
- data structures, knowledge bases and knowledge
models, databases and their schemata, and the syntax and
semantics -- are the same in each of the programs being
integrated.  Therefore, it is important to all systems that
must share information – not merely the ones we might
deem “intelligent” – that we have ways of measuring and
comparing the information that each system uses.

VI. CONCLUSION

We do not know today how to measure equivalence of
information nor its impact on a system. We need to be
able to do so to evaluate existing systems, to engineer
new systems, and, to integrate both.  The benefits will be
seen primarily in highly complex software systems that
utilize a large amount of knowledge from either other
programs with the system or devices in the real world.
On the other hand, should the promise of “ubiquitous
computing” come true, information will permeate
physical systems as well.  In this paper, we have argued
that the measurement of the ontology of a system is a
fundamental part of realizing these goals.  We also
indicated that some ideas are emerging in the areas of
ontology standards and measurement.
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Appendix: Technical and Scientific Progress Through
Measurement

This appendix argues generally for the importance of
measurement in technology and in science, of which the
measurement discussed in the paper is an example. This
importance is expressed succinctly in two statements of
Lord Kelvin (William Thomson) in the 19th century.
These statements are

"If you can not measure it, you can not improve it"
"To measure is to know."

The following sections describe in more detail what these
statements have meant to engineering and science,
thereby stressing the importance of paying attention of
measurement considerations.

Let us assume that we are working on technology that is
not underlain by an established scientific theory -- like
robotics or AI.  We should be aware of the relationship
between technology and science, which is sometimes
muddied when the public regards “information
technology” and “computer science” as synonymous. Of
course technology and science are linked, but they are
separable, both logically and historically.  As a rule, some
technology in any given area has developed before the
corresponding science.  In a symbiotic relationship,
technology has been stimulated by scientific interests and

aided by scientific knowledge, and much scientific
discovery has occurred in or been motivated by
technology.

Science begins with curiosity, but technology starts with
more mundane needs.  A need is perceived and made
more precise in what systems engineers call a set of
requirements.  Once that happens, any techniques
available may be used to fill the prescription. For
complex requirements a good deal of ingenuity is
required, so we have come to call the people who
transform the prescriptions into technology engineers.
The ingenuity and experience needed for engineering has
not required a developed science, but engineering has
always been improved by the ability to measure.
Comparison, matching, and duplication are engineering
uses of measurement, and important for meeting
requirements.  Their usefulness was known by the time
the Great Pyramids of Egypt were constructed (probably
long before).

Today, we tend to link science and engineering because
engineering is frequently able to call upon science to
predict the outcomes of engineering processes that may
be breaking new ground (not just ones that require
matching parts or duplicating previous artifacts). The
ability to predict is a key aspect of the understanding that
scientific theories provide, and is a clear transfer from the
ability to measure.  But the use of substantial amounts of
scientific understanding to improve engineering is
relatively new because the development of scientific
understanding has been slower than necessity-driven
technology, requiring a similar but different kind of
creativity.

From the standpoint of computational systems or physical
systems, or their combination in robotics, we use all sorts
of measurements in the construction process, but also in
evaluating.  We measure the performance of artifacts for
engineering purposes, either to test the performance limits
of a single artifact, to test its conformance to
requirements, or to compare multiple artifacts. If it is for
conformance, it may be done by matching quantitative
behavior to requirements.  If the requirements are
qualitative, the number of requirements met and/or the
degree to which they are met is interesting. Measurement
can determine the success or failure of a portion of a
technology project or of the entire project (or device, if
that is the outcome of the project).   But success is rarely
absolute, and requirements met lead to ideas for better or
stricter requirements.  As Lord Kelvin pointed out,
measurements provide a way of meeting these new
requirements and thus of improving the product.

If project requirements are not easily translated into a
behavioral outcome, then models of various suggested
approaches can be developed and their behaviors may



stimulate the development process by people who tacitly
know the needs but may not have been able to articulate a
satisfactory set of requirements. The point is, however,
that thinking about tests and measurements that might
indicate the success or provide data for comparison can
both prove and improve the outcome.  This may be seen
as the beginning of science, since scientific theories are
models that meet certain requirements beyond those of a
particular project.

Engineering is the process of creating artifacts, and
“engineering sciences” developed by studying the
process, are themselves sciences of the artificial.  But for
most engineering sciences, there are also underlying
physical sciences. Because of that and because physical
science provides the leading paradigm of science as it has
developed over the ages, it is useful to consider examples
of physical theoretical constructs.  (It is well to keep in
mind that informational theoretical constructs are going to
be primary in computer science and artificial intelligence
and a major consideration in robotics.)

Consider the construct gravity, which has a theoretical
basis traceable to Galileo and Newton, refined more
recently by Einstein. The gravitational constant is a part
of that theory that has major technological ramifications,
such as great predictive value in ballistic calculations. If
one is building a catapult to bring down the walls of a
fortified city, it could greatly help in making the right
design decisions before actually building one; though
such catapults were engineered well before Newton, or
even Galileo.

Similarly, Newton’s laws of motion are very useful, and
mass is a fundamental theoretical construct used in both
gravity and motion. When we create theoretical constructs
like gravity and mass and can measure them, they
increase our understanding of the physical world and our
ability to predict how artifacts will perform in all
situations:  “To measure is to know.”

Measurable theoretical constructs from physical theory
influence design decisions and increase the likelihood of
meeting technology prescriptions, with efficiencies of
time, resources, and effort. The same thing will be true for
theoretical constructs in information sciences and their
related engineering branches as they develop.

In summary, science and technology both require
measurements, and each has its separate needs.  For
technology, measurement is used to guide the engineering
process and to check both the process and its products
against requirements (the term often used is  “validation
and verification”).  Often, however, intermediate
measures can be found during the engineering process
that turn out to have predictive value as to the final
performance of an artifact. These measures may be
indicative of important theoretical constructs that can
enrich understanding within an underlying science.
Science can exist by itself, and it originates in a basic
human need to understand the world. Technology has
existed for longer, as long as people have had a need for
artifacts.  Science and technology enrich each other, and
measurement enriches them both.
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We can consider two ways in which intelligent 
systems can be analyzed; with respect to a particular task 
and a priori. In this paper we discuss a particular 
knowledge based system and its performance on a task, as 
well as the a priori metrics which may be applied to 
ontologies. 

The DARPA HPKB (Cohen et al, 1998) project was 
a large (>$30M) effort to develop large knowledge based 
systems that would be significantly more competent on a 
wider range of tasks than the expert systems of the past.  
In order to motivate rapid development, the program was 
arranged as a competition between sets of developers.  
Three challenge problems were developed as tests of 
performance for the systems that were created.  These 
were battlefield engineering which produced reasoners 
which constructed plans for repairing infrastructure such 
as roads and bridges, course of action analysis which 
produced reasoners which critiques Army plans, and 
crisis management which produced reasoners that gave 
advice on aspects of international crisis situations.   

In each challenge problem, the participants were 
presented with a set of background knowledge, expressed 
in English, and a set of test questions that were either 
expressed in English in the case of battlefield engineering 
and course of action analysis or in a structured language 
in the case of crisis management.  The participants were 
provided the opportunity to translate background 
knowledge by hand or semi-automatically over several 
months prior to the tests as well as taking sample tests 
that were “graded” by human experts.  The actual tests 
were conducted in several phases over 2-4 weeks with the 
results again graded by humans. 

While performance was a primary metric that was 
assessed by number of questions answered correctly, 
there were additional measures that included the amount 
of effort expended both before and during the test by 
project personnel (person-hours).  In (Cohen et al, 1999) 
an analysis was conducted after the fact to see how much 
knowledge based content was reused from one test to the 
next.  This was a critical measure since one of the 
purported advantages of knowledge-based systems is 
reuse of knowledge across tasks.  We believe that there is 
modest support for this assertion. It was found that 
broadly 1/3 of the most general-purpose upper level 
content was reused. One-third of the reuse was of 

“middle-level” content. This is content that addresses a 
particular area of knowledge such as human social 
interaction or common-sense knowledge about vehicles, 
but can be applicable across many domains.  One-third of 
the knowledge needed to answer any particular test 
question was created at the time of the test. 

While one might have expected to have greater reuse, 
these measures are somewhat conservative since they 
consider only the appearance of terms or axioms in the 
trace of the solution to a particular test question.  They do 
not consider the considerable benefit to the knowledge 
engineer from having a large ontology present that aids in 
placing, organizing and defining brand new concepts.  
The authors of (Cohen, et al, 1999) discussed possible 
metrics for knowledge support but did not reach a set of 
metrics suitable for publication.  More research is needed. 

One key aspect of knowledge base performance is 
speed.  The TPTP (Sutcliffe & Suttner) suite is a set of 
general-purpose theorem prover tests that assess both 
speed and expressiveness of inference systems. A 
compromise must often be made on creating expressive 
knowledge representations in order to reach acceptable 
speed of inference.  Description logic is one class of 
logics that have good theoretical performance aspects that 
are traded off for a language that is more limited in 
expressiveness than full first order logic. 

We will now consider a priori metrics and 
guidelines.  Some guidelines were introduced in (Pease et 
al, 2000).  A balance must be achieved as to the fan-out of 
concepts.  Either the extreme of a deep and narrow or 
shallow and broad ontology should be avoided.  A deep 
and narrow ontology is likely to have many unnecessary 
distinctions that could be better represented as properties.  
A shallow ontology is likely to miss important 
intermediate concepts that enhance the reusability of an 
ontology. 

Another key attribute of a good ontology is the 
compositionality of concepts.  The more that complex 
notions can be expressed as combinations of functional 
application and properties, instead of being compiled into 
a single concepts which lacks explicit logical definition, 
the more reusable the knowledge base is likely to be. 

A good ontology for practical computation should 
also take advantage of the lessons learned from analytical 
philosophy.  Some of those lessons are addressed in 



(Guarino & Welty, 2001) and include that: all instances of 
any sub-class are necessarily instances of the super-class, 
some properties (rigid properties) are ascribed to objects 
throughout their lifetimes, and some properties (non-rigid 
properties) are not permanently ascribed to objects, and 
that the conditions for membership in a class of the 
ontology should be specified as fully as possible.  The 
IEEE Standard Upper Ontology effort (IEEE, 2001) is 
attempting to include these lessons in the construction of 
a general-purpose upper ontology.  The challenge of this 
project is that direct measures of usefulness are not 
possible since no one particular application is the focus of 
the effort.  The determination of a priori metrics is all the 
more critical.  The IEEE SUO currently has two “starter 
documents” which are described in (Niles & Pease, 
2001:1, 2001:2) and (Kent, 2001) 
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Abstract—Relatively simple low-resolution models are needed
by human planners and probably by intelligent machines.
Ideally, these should be high-level models developed in a
multiresolution, multiperspective modeling (MRMPM)
framework.  That, however, is often difficult.  We ask whether
statistical meta modeling (i.e., development of response
surfaces) can provide good low-resolution models if one
already has a credible higher-resolution base model.  We ask
how meta models compare if they are derived from pure
statistical methods, from a phenomenology-rich theoretical
approach, or from some synthesis.  To sharpen issues and
generate insights, we have worked through a particular
problem in detail.  Our conclusions are generally negative
about “purist” statistical meta models, which have serious
shortcomings in explanatory power, in variance, and in ability
to predict and explain the relative importance of contributing
variables.  Purely theoretical approaches, however, are often
very difficult and not transparent.  Fortunately, a synthesis of
methods is feasible and likely to be fruitful.  Some tentative
principles are that: (1) a thoughtful “first-order” theoretical
analysis conducted with MRMPM principles in mind can
identify “aggregation fragments” to be used as variables in
generalized regression and (2) this can also suggest structures
to impose on the meta model that will assure dependences
known to be important.  Imposing such a structure can, e.g.,
assure that a meta model will predict failure of a system if any
of its critical components fail.  The theory-enhanced statistical
meta model may also be much better than a naive statistical
meta model in representing a system’s performance when a
competitor is systematically looking for a circumstances that
will defeat the system.  In that case, variables that are
mathematically independent may be said to be strategically
correlated.  Although tentative, the suggested principles
appear consistent with experience in theoretical and
experimental physical science.

Index Terms— Multiresolution modeling, variable resolution
modeling, response surfaces, meta models, model abstraction,
planning models.

I. INTRODUCTION

This paper addresses the problem of how to develop low-
resolution, meta models as part of a multiresolution family.
In particular, it compares approaches based on
phenomenological modeling with methods based on

                                                          

statistical methods.  It then suggests some steps toward
synthesis.
The paper begins with some background on multiresoluiton
modeling and the reasons meta models are needed.  It then
discusses the ideal for phenomenological multiresolution
modeling, which involves pure hierarchies.  Although that
ideal can sometimes be realized with considerable payoff,
reality is often much more complex.  As a result,
developing phenomenology-driven multiresolution families
proves quite difficult.  This causes us to be interested in
shortcuts, such as using statistical methods to develop meta
models.  The remainder of the paper is about our efforts to
think about how statistical methods and more
phenomenology-rich methods relate to each other and
whether there is the possibility of combining features of
both.  We describe our initial hypotheses on the matter, the
research approach we have taken so far, and observations to
date.

II. BACKGROUND

A. Planner Needs for Low Resolution Models

It is well recognized by now that intelligent systems need
planning modes in which they are able to recognize and
compare alternative courses of action.1-4  This planning
requires a broad form of testing—i.e., the courses of action
need to be evaluated for a wide range of circumstances.
This is the domain of exploratory analysis, rather than the
domain of refinement.  The objective is often the classic
goal of satisficing—finding a course of action that will “do
the job,” not necessarily optimally, but well enough.
It follows that humans, at least, typically need low-
resolution models for planning.  This is not simply a matter
of saving time or money, but rather due to the human need
to understand the basis for choosing one course of action
over another, and to communicate that rationale to
others—perhaps to persuade, or perhaps to convey a clear
sense of mission intent.  This need might not exist if a
perfect model existed with perfect data, and if everyone
accepted whatever the model said.  That situation, however,
rarely arises in higher level planning.
A corollary is that the need for simple, low-resolution
models will continue to exist regardless of increasing
computer speed.  The need is fundamental.  It is tied to the
limits of cognition and curse of dimensionality.
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It might be speculated that intelligent machines can be
different on such matters.  They have no emotional need for
explanation and they may not need to explain their
reasoning in simple terms—at least when communicating
with other intelligent machines.  Nonetheless, it seems
likely that when the intelligent machines have imperfect
models, limited data, and uncertainty about prospective
operating conditions, they will suffer the same problems of
bounded rationality addressed famously by the late Herb
Simon5 a half century ago.  If so, they will also need simple,
low-resolution models.
This said, even those who gravitate toward simple, low-
resolution models will agree that to be useful, such models
need to be grounded in reality.  It is frequently easy to
concoct plausible and attractive simple models, but such
models are often flawed—so much so as to be counter
productive.  Sound “simple” models should be rooted in
higher-resolution work.  Thus, to conclude that the planning
function requires simple models leads in due course to the
requirement for multiresolution modeling (MRM).  Indeed,
it is not just a matter of resolution.  Substantially different
representations of reality (different “perspectives”) may be
essential in order to understand different facets of the
underlying phenomenon or to make effective use of diverse
forms or empirical data.  Thus, what is needed is actually
multiresolution, multiperspective modeling (MRMPM).
For the remainder of this paper we shall focus on MRM, but
the more encompassing concept of MRMPM is important to
keep in mind.
Having established motivation, let us now discuss what is
involved in MRM.

B. Idealized Multiresolution Modeling: the Role of
Hierarchies

For a phenomenologist, at least, the natural way to proceed
in developing an MRM family is to design hierarchically.6.7

Figure 1 illustrates schematically an idealized construct.
One has only a few top-level variables (those in the low-
resolution model), but each of these is determined by
higher-resolution phenomena.  The next level of detail will
be a model with more variables and it, in turn, will depend
on events at still higher detail.  In Figure 1, the resulting
hierarchical trees are pristine.

Increasing
Resolution

B
A

Figure 1—Idealized Multiresolution Modeling
Why is this “ideal?,” or at least very desirable?  For one
thing, given such a multiresolution family, one can start at
the top and then—as necessary—zoom to a higher level of
detail, perhaps on only one part of the problem.  For

example, one might thoroughly understand variable A, but
variable B might be uncomfortably abstract.  If so, one
could go down one or more levels of detail until the
variables used are comfortable and sufficient—perhaps
because they are explicitly tied to familiar empirical
information.  This zooming, however, would be on an as-
necessary basis.  Reasoning could be accomplished at as
high a level, and with as few variables, as needed for
comfort.
Such a multiresolution family would relate the microscopic
and macroscopic worlds.  It would provide a strong sense of
“understanding” and the capacity to use diverse types of
information.  This relating of levels would not just be a
matter of hand-waving.  Instead, Figure 1 suggests that to
establish good values for the higher-level variables when
they are used as independent variables (inputs), one should
conduct systematic experiments exercising the next higher-
resolution model to generate appropriate “averages.”  Such
experiments should be conducted over the entire n-
dimensional space spanned by the independent variables of
the higher resolution model.  In some contexts, that is
appropriately called a “scenario space.”
Interestingly, the result of such calibration should generally
be to produce stochastic variables.  That is, if the higher-
level (lower-resolution) model has two variables X and Y,
and if we want to establish what reasonable values of X and
Y might be, we should ordinarily expect that X and Y will
need to be stochastic because of hidden variables.
Such idealized modeling is possible in many cases—if one
thinks about doing it.  Figure 2 shows an example drawn
from recent defense work. 8It shows the design of a module
dealing with command and control issues in the evaluation
of long-range precision fires.  This model allows users to
input directly the impact time of a weapon (measured
relative to the ideal time of arrival at a target).  This is often
a useful quantity to parameterize and vary.  However, the
model also allows the user to work with more detailed
variables as inputs.  The second level of detail involves the
descent time of the weapon (the time between when the
weapon does its final target acquisition and tracking, when
it is overhead, and when the weapon impacts) and the
standard time-of-arrival error measuring the variation due
to imperfect guidance system.  At the most detailed level,
the user must input the weapon’s flight time, the delay
between the receipt of sensor data on targets and the time
that the data was valid, and so on.
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Figure 2—An Example of MRM Design
Idealized hierarchical design is unusual.  If we look at an
existing model and depict its relationships graphically, a
more typical picture would be as in Figure 3.  Here we see a
good deal of cross talk and breakdown of the hierarchies.  A
common observation here is “Everything is connected to
everything.”  Often, it is not evident how to simplify to
something more like Figure 2.
This may be puzzling to those who know about and accept
the principle that natural complex adaptive systems
typically manifest the principle of nearly decomposable
hierarchy:5  that is, when viewed in the right way, the
system can be decomposed into modules that interact only
weakly.  Such a decomposition is typically not evident
when viewing the structure of existing complex models.
Nor is it evident in freshly built models designed bottom-up
with the common ethic of achieving verisimilitude.  Indeed,
it is not evident even in models built top-down if the
designer is taking pains to include interactions that appear
important.  There are at least two points here.  First, people
only seldom design models with an image such as Figure 1
as a goal.  Second, even if they try, they will find that their
diagrams become muddled, as in Figure 3.

Increasing
Resolution

B
A

Figure 3—A More Typical Model Schematic

The solution, it might seem, is to recognize that
approximations can eliminate the ugly interactions.  Indeed,
if one is willing to introduce approximations, then it is often
possible to move much closer to the MRM ideal. And, if
one does this right, one will rediscover the principle of
nearly decomposable hierarchy.

C. Intrusion of Reality

Unfortunately, another fundamental reality intrudes here.
The critical approximations are often valid only in limited
domains.  As one moves from one domain to another, the
appropriate approximation may change drastically—not just
through a change in some constant, but in the analytical
structure.  For example, aerodynamic drag may vary in one
regime in proportion to an object’s speed, whereas in
another regime it may vary inversely with that speed.  Yes,
approximations are essential, but we should not expect to
find simple, stable, universal approximations.7

The significance of this is that—once again—anyone
attempting to develop a phenomenology-based MRM
design in a given problem should not be surprised to find
difficulties—difficulties great enough to comprise a PhD
dissertation.
How, then, do we humans “get along” in this complex
world?  In fact, we do reasonably well.  However, we are
constantly changing the frames in which we operate (the
approximate depictions of the world that allow us to reason
and act).  We do this so seamlessly that we often are not
even aware that we have changed frames.  The attribute of
being able to carry along contradictory ideas at the same
time—most celebrated in discussion of eastern philosophy,
but actually a universal attribute—is arguably a
manifestation of this.
What about machines?  How will intelligent machines
develop the diverse frames and skills to adopt the right
frame at the right time?  This remains very much a research
question.
To complete our background discussion, let us summarize
by observing that while simple, low-resolution models are
needed, and while they need to be rooted in a
multiresolution framework, achieving one is often difficult.
Learning how to achieve MRM structures efficiently would
be very desirable.

III. CAN STATISTICAL META MODELING PROVIDE A

SHORTCUT?

A. General Issues

The difficulties to which we have alluded so far are all tied
to attempts to build phenomenological models—i.e.,
models rooted in theory and attempting to describe causes,
effects, and other relationships. Suppose, however, we back
away from this and ask whether an alternative approach is
possible.  The most obvious is statistical meta modeling, the
very purpose of which is to develop simple “models” that
represent well the behavior of systems on which some kind
of data exists.  The system in question may be a physical
system and the data may be empirical.  Alternatively, the
system may be a detailed model (e.g., a simulation of a



system) and the “data” may be outcomes of simulation runs.
In some instances, the detailed models are large, complex,
impenetrable, fragile, and slow.  In other cases, they may be
virtuous in all respects other than requiring expensive care
and feeding.  Typically, the base models are imperfect, with
both known limits of applicability and errors.
In all of these cases, one can apply well known statistical
methods to generate meta models.  If a reasonably well
accepted detailed model exists, why should we not adopt
these methods to generate the simple, low-resolution
models needed for planning?
This is the question we have been studying.  We have
sought to understand better the strengths and weaknesses of
the phenomenological approach and the approach of
statistical meta modeling.  And we have sought
opportunities for synthesis.

B. An Aside

One reason that pursuing this matter was of interest is that it
highlights a substantial cultural divide, which can be
characterized—with literary license—as follows.  Suppose
we ask whether using statistical methods to generate simple
low-resolution models for planning is sensible.  The
responses from Cultures A and B might be::

Culture A: “Of course they make sense; all that matters
is representing behavior of the base model.  I don’t
even want to understand the black box.” (statisticians,
some operations researchers, many social
scientists,…?)
Culture B: “No no no; the simple model should be a
model, not some lousy regression.  I’d rather calibrate a
model that makes sense than work with a mysterious
black box.” (physical scientists, engineers,…?)

Culture A and Culture B even mean quite different things
by the word “model.”  Fortunately, translations are
possible.

IV. APPROACH

In our first assault on the issue, we proceeded on two
tracks.  On the first track, we theorized in the abstract, using
simple examples to help, but without attempting anything
rigorous.  The purpose was to generate hypotheses for
experiments.  For our second, experimental, track, we
decided to work though a particular nontrivial example
drawing on a currently interesting military problem with
which we were familiar.  For that second track, we decided
to

1. Construct (by embellishing an existing model) a
complex, nonlinear model that we would treat as
correct

2. Use standard methods to develop statistical meta
models

3. Throw different degrees and types of theory at the
problem—providing “hints” before applying the
statistical apparatus.

4. Observe, compare results with differing levels of
theory, compare results with expectations from
initial notions, and learn.

More ambitious theoretical work would certainly be
possible, but this hands-on experimentation was suitable to
our state of knowledge and the limited time available for
the research (in between our principal research efforts).
Although our example involved a specific military problem
(assessing military capability of alternative military forces
to halt an invading army by using long-range fires in the
form of aircraft and missiles), we convinced ourselves that
the example would illustrate many generic issues.
The base model (called EXHALT-CF)9 has input variables
such as the number of resources always available (forward-
deployed shooters, such as fighter aircraft), the rate at
which those can be increased (deployment rates), the times
at which partial and full rates of increase would be initiated
(related to strategic warning, time of decision, time at
which access to bases is granted, etc.), and so on—to
include the effectiveness of the resources (kills per shooter-
day) and the size of the task to be accomplished (the
number of threat divisions, etc.).  An important output is the
distance that would be moved by the attacking army before
it is halted.  The meta model, we would hope, would be
able to predict this distance from a much smaller set of
inputs.  The inputs could be a subset of the original model’s
inputs or a set of composite variables such as the sum of
two high-resolution inputs (or, realistically, something
much more complex).

V. ISSUES AND HYPOTHESES

Before beginning the experimental phase of our study, we
developed a set of issues and hypotheses to guide our
exploration.  These included the following:

• Black-box models (such as statistical meta models)
are less useful to decision makers than
phenomenologically motivated models with clear
physical interpretations.  Thus, if they are to
compete effectively, they must be accurate and
reliable.

• Statistical meta models may be relatively accurate
“on the average,” but may be seriously misleading
for predicting sensitivities and variation.

• Statistical meta models may be seriously
misleading on crucial “system issues” (to be
discussed below).

• Some statistical methods may yield expressions
with meaningful physical interpretations by
“discovering” composite variables.

• The potential advantages of models based in
theory (i.e., phenomenological models) may not be
realized in practice because the resulting analytical
forms turn out to be ugly, complex, and opaque.

• A synthesis of approaches may be desirable: one in
which theory is used to guide application of
statistical tools.

The first of these reflects our ingoing attitude (statisticians
might say bias).  In candor, our effort has not really been
devoted to finding new statistical methods to improve
accuracy.  Many first-rate researchers work on such matters
and a considerable literature already exists.  Instead, our



real objective is suggested by the last item in the list: the
belief that a synthesis of theory-based and statistical
methods might prove practical and attractive.  As indicated
by the middle items, we also were suspicious about how
meta models developed with relatively standard
methods—could be on issues of interest to us.  Particularly
interesting to us here was the “system issue.”  By this we
mean that many important problems are about assessing the
capabilities of systems with multiple individually critical
components.  Such systems depend for their success on all
of these critical components separately proving successful.
Not all systems are of this type, but many of interest are.
Analytically, to say that a system depends on each of
subsystems A, B, and C being successful suggests that
overall capability depends on something more like a
product of capabilities, CACBCC, than a sum.  Figure 4
shows in the representation of a fault tree the structure of
the halt problem on which we focused for our example.
This fault-tree representation highlights the system
character we have in mind: success in achieving an early
halt of an invasion requires success in each of the four
components indicated by branches.
We would not expect normal linear regression to generate
good meta models when such system effects are present.
Even generalized regression methods, which consider
various nonlinear composite variables, typically do not
include triplet products.  This justified our suspicion, but
proved nothing because in practice statistical models often
do much better than one would expect a priori.  Further,
dependences among variables, such as represented by
product terms CACBCC can sometimes be reasonably
approximated by a sum of terms such as CACB,,CACC, and
CBCD. We were also impressed by the common lore among
statisticians that pair wise interactions among variables are
typically sufficient for meta modeling—that diminishing
returns sets in quickly in considering interactions.  This lore
was in conflict with our theory-based reasoning, but
merited respect as we constructed hypotheses to explore.
Finally, several advanced statistical methods (e.g., cluster
methods) appeared to merit investigation if time permitted.

VI. SELECTED OBSERVATIONS

With this background of motivation and approach, let us
now describe briefly some of the observations we have
made to date, based on our experiments—which should be
viewed more as developing a case history and making
observations about it, than as something rigorously
systematic.

A. Success of the Statistical Meta Models

We ran 1000 cases of our base model, generating them
randomly from the input space of the model by representing
the input variables with random distributions.  We then
developed a series of increasingly sophisticated statistical
models while avoiding insertion of phenomenology.  The
meta models were based, in increasing order of
sophistication, on:

• Conventional linear regression of all the input
variables

• Modestly extended linear regression in which the
variables used as the basis for linear regression
were composites of the original input
variables—composites motivated by looking for
consistency of dimensionality in many of the
variables regressed.  In particular, we constructed a
number of composite variables with the
dimensions of distance.

• More generalized regression using as the basis not
just the original input variables {Xi}, but also the
various product terms {XiXj}.

As expected, the linear regression did not do particularly
well (although better than one might expect), but with the
embellishments, we obtained fair agreement with the
predictions of the actual base model.  This conclusion,
however, applied only so long as we focused on “standard”
measures, such as R2 or, better, root mean square error.
Root mean square error varied from about 60-100 km,
depending on which statistical model we attempted.  Since
the goal was to achieve a halt distance less than 100 km,
this degree of variation was not really
satisfactory—although, again, it was better than one might
expect given the complexity we believed existed in the
original model.
When viewed in a more fine-grained way, results were
worse.  For example, some of the coefficients had
nonsensical signs and the errors of individual cases made
no sense.  But why should they have made sense when the
“models” used had little physical content?
Most important, the statistical meta models did not do well
when used to compare the relative importance of variables.
A basic reason for this is that the statistical meta model is
created by reducing average error over the entire input
domain. However, in many problem areas—such as
military problems where one has a thinking adversary, or an
economic domain in which choices are not made randomly
but to maximize profit—small “corners” of the input space
can be sought out.  For example, an adversary may
minimize warning time and invade rapidly and use various
tactics to degrade the defense’s capabilities—even if
temporarily.  Predicting outcomes for a corresponding war
might mean running the model for a set of inputs that would
be regarded as extremely improbable if they were
independent and random.  One way to think about this is to
refer to the inputs as mathematically independent, but
strategically correlated.
It is easy to understand how a purely mathematical effort to
assess the relative importance of variables can run into
trouble.  Such an effort might, for example, measure the
average effect of a 1% change in a given variable when
averaged over all of the rest of the input space.  If that
variable was extremely important only in one “corner” of
the space, that fact would be lost as the result of the broader
averaging.
Another way to think about the problem is to look at graphs
comparing predictions of the meta model with the base
model.  Not uncommonly, the meta model will do poorly in
one domain and poorly (but with opposite sign in the error)
in another domain.  It will also do extremely well in some



domains and quite poorly in others, even though, on
average, it will do fairly well.  When one asks about the
validity of an approximation or the relative importance of a
variable in such a case, the result will be correct on average
but potentially quite misleading.
The problem, some might respond, was in considering too
large an input space.  In a sense, that is true.  However,
which “corner” of the space is of interest depends on details
of context that are difficult to predict in advance.
Nonetheless, this is the essence of the problem.

B. An Infusion of Theory

What happens, then, when we add bits of theory before
generating the statistical meta models?  Suppose, for
example, that a problem has three inputs X,Y, and Z.
Adding theory might be to assert that that meta model
should have the form C1XY/Z +C2X.  The composite
variables forming the dimensions for regression, then,
would be Q1 and Q2, where Q1=XY/Z and Q2=X.  We have
elsewhere called these “aggregation fragments.” suggested
by theory.  Linear regression could then be used to
determine the coefficients C1 and C2.  And, if one were
lucky, perhaps C2 would be small and the meta model could
be simply C1XY/Z.
In more realistic cases, of course, the base model might
have dozens of inputs and the composite variables might be
complex as well.  Further, it might or might not be possible
to use linear regression straightforwardly.  In the case we
worked in detail, for example, the form suggested by theory
involved Max and Min operators, which can cause trouble.
Tricks can often be applied, however, such as breaking the
data into groups and applying the methods of linear
regression on the groups separately, or ignoring the Max
and Min operators until after finding a regression model
and then applying the operators.  What is valid depends on
details of the problem.
What we learned from our experimental application of our
ideas was the following:

• Infusing the approach with theory-motivated
aggregation fragments may or may not improve
the meta model significantly if the only measure of
goodness is something like R2 or root mean square
error.

• However, the resulting meta model will at least
have pieces with understandable significance.
That is, its descriptive value will be higher.

• Further, the enhanced meta model may be more
accurate in predicting relative importances and
may help users avoid serious pitfalls.  If, for
example, one knows that it is the product XY/Z
that matters most (although X,Y, and Z may also
appear in the definition of some of the less
important composite variables), then that could be
quite useful in drawing valid conclusions–and
ignoring artifactual conclusions—about relative
sensitivities.  Also, if theory were to tell us that an

aggregation fragment Q1 = X i
i

n

∑ should be

important, then one could avoid the error of
concluding from a more naive meta model that the
individual variables {Xi} are unimportant.  That is,
the coefficients of a naive regression might be only
a third as large for each of the Xi, as that for, say,
Xn+1, but if n were 10, then Q1 would be more
important than Xn+1—if only one knew to look for
Q1.

• Most important, perhaps, our experiments
confirmed the potential value of imposing a
theory-motivated “system structure” on the meta
model.

To illustrate this trivially, suppose that we were interested
in the rate at which something could be detected from
searching an area.  Elementary theory would tell us that the
rate would depend on the product of search rate R and the
probability of detection when viewing an area that in fact
contains the item of interest.  At a more microscopic level,
there might be a great many variables such as the search
vehicle’s speed, time on station, turnaround time for
refueling and repair, search pattern, and so on.  Also, the
detection probability in the sense that we mean it might not
appear.  Instead, one might have inputs for the power and
aperture of a radar, its scan rate, the radar cross section of
interesting objects, the probability of recognizing that a
particular moving object was an example of the item in
question, and so on.  A linear regression of these variables
might produce something useful, but would not pick up the
right form.  If instead the meta model were assumed to have
the form RPd, where R was constructed from the search
vehicle’s attributes using even something as simple as
dimensional analysis, and where Pd was assumed to be a
product of the sensor attributes and target cross section (but
limited to 1), then the resulting meta model would be
guaranteed to have the characteristic that the search would
be predicted to be a failure if either R or Pd were too small.
That is, one would not make the mistake of predicting that
one could compensate for a very poor search platform by
upping the performance of the power and aperture of its
radar.
In the actual problem that we worked through
experimentally, the meta model that we concluded should
be tried based on theory had the form shown in the
equations below, where the independent variables were Obj
(the objective sought by the attacker, corresponding to the
distance from his border to a strategically important
destination), V (the initial movement rate of the attacker), ξ
(the number of attacker armored vehicles that the defender
must kill to halt the invasion), δmax (the number of kills each

defender shooter can kill each day using the best weapons
available), δB (the same quantity, but for a poorer weapon

available in large numbers), TSEAD (the time required to
suppress the attacker’s air defenses so that shooters can
operate effectively), Tx (the time at which shooters begin
their attack on the armored column), R (the rate at which
shooters deploy to the region), A0 (the number of shooters
present when the war starts), Amax (the maximum number of
shooters that can be in the theater), Nawpn (the number of



top-quality weapons), and Ω (the slowing of the invader’s

movement for each vehicle killed per day).
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Figure 4—Finding “Aggregation Fragments”
Details are not of interest here, but note that the theory-
motivated meta model is quite nonlinear and that it has
recognizable “system features” in that, for example, the
distance gained by the attacker can be large if it the
attacker’s size ξ is large or if the defender’s  per-shooter-

day effectiveness δ max or δB is low or if the defender has too

few shooters on average.  The form is not that of a simple
product because there are other complications, but that
“product” feature is prominent in the expression for the
composite variable D2.
D = Max[Min[ D2 − C1TdelayObj ] ,0 ]

D2 = C2
A

A A
+ C3

B

A B
− C4Ω

A = Min[N awpns SN a
, ] B = − A

A ≈ Min[ A0 + RT x + 1

2
R(TSEAD −Tx ),Amax ]

Without elaborating, let it suffice to say that this theory-
motivated meta model did spectacularly well—even
embarassingly so.  We say “embarassing” because the base
model  took months of work to develop, code, and debug,
and is in no way simple and transparent.  Nonetheless, the
underlying factors driving its results are largely those
summarized in the compact expressions above.  To
someone interested in this particular problem, the structure
of this expression and the various terms can be explained
clearly in a matter of minutes.
As one would expect, the theory-motivated meta model did
well when asked to predict sensitivities and relative
importances.
In our experience with this and vaguely similar problems, it
has proven possible to develop “smart” suggested meta
model forms with hours, days, or a few weeks of work,
rather than months.   To be sure, this requires shifting
mindsets from that often associated with procedural
programming to that like more traditional analytical
modeling—even with use of paper, pencil, and a
whiteboard.
In summary, our experiments tended to confirm the initial
hypotheses and to give them sharper meaning.  We can
hardly draw universal conclusions from such experiments,
but we are encouraged that the traditional methods of

mathematical modeling and statistical meta modeling can
be merged in developing  useful low-resolution models that
are reasonably suitable for the kind of high-level
exploratory analysis needed for both policy planners and
certain kinds of intelligent machines.

C. Other Observations

Finally, let us comment briefly on some issues that we had
found puzzling at the outset.  One of these was the common
belief among statisticians who generate meta models using
experimental designs to sample the results generated by a
physical system or base model that interaction effects can
typically be ignored beyond those of pairwise interactions.
The reason for this is probably just that the applications are
limited to problems in which a single nicely behaved
“response surface” applies.  If that is the case, then—by
analogy with Taylor’s theorem in calculus—one would
expect the quadratic approximation would often be
reasonably good.  However, in policy problems—including
the one that we used for our example—the non linearities
caused by thresholds of various kinds result in a more
complex and non monotonic structure.  No single response
surface suffices.  Furthermore, in problems with which we
are familiar the empirical data or realm of validity for the
base model is often quite limited.  It is important to be able
to extrapolate the meta model’s predictions well beyond the
region for which it was calibrated.  When this is so, it
should hardly be surprising that a theory-motivated meta
model (perhaps with various If-Then-Else constructions
distinguishing broad regions) can be far better than a more
naively generated statistical meta model.

VII. CONCLUSIONS

In summary, there is great potential in marrying the
techniques of statistical meta modeling with the insights of
theoretical, phenomenological, modeling.  The benefits of
such a synthesis are likely to be quite high when attempting
to represent systems with individually critical components
and complex systems with substantially different behaviors
in different regimes of their input variables, and in
predicting system behaviors for circumstances significantly
different from those for which one has empirical data.
The synthesis we are suggesting rejects the “purist”
approach of some statisticians, which is sometimes
characterized as “Let the data speak,” by which is meant
that one should explicitly avoid postulating a theoretical
structure to the model and instead see what the statistical
analysis reveals.  Such an approach has much to offer in
many problems, but not the ones we are addressing.  In our
problems, it usually pays to have theory.  The payoff is
quite high in terms of its cognitive benefits (related to the
model’s expanatory power), which may be even more
important than modest differences in the accuracy or
precision of prediction.   We believe that will continue to be
the case for strategic planning.  It may or may not be true in
the long run for robots in cases where the data available for
calibrating a meta model is massive and credible, but we
suspect that paucity and unreliability of data will plague



intelligent systems used in complex environments (e.g.,
planetary explorers rather than spot welders).
In attempting a synthesis of approaches, we suggest several
principles:

• Attempt to characterize the problem using the
methods of multiresolution, mutiperspective
modeling (MRMPM)—especially the method of
hierarchical or nearly hierarchical decomposition.

• Attempt to find meaningful simplified structures
by sharpening the hierarchicies—i.e., by
identifying approximations (perhaps case-
dependent approximations) that create  nearly
decomposable hierarchies.

• In doing so, however, be guided less by the
intuition or preferences of pure mathematics (e.g.,
independent events) than by the character of the
actual problem.  Worry about what we have called
“strategic correlations.”

• Attempt to characterize the problem “formally”
even if one cannot as a practical matter accomplish
the various computations implied.  Attempt to
structure the problem so as to “see” system
features where one knows they should exist, but
allow structurally for complications (e.g., even if
unusual, it may be possible for one component—if
present in quantity–to substitute for another
thought to be individually critical).

• Abstract from this theoretical work both
“aggregation fragments” and structure that can be
used to inform statistical meta modeling.

• Try to identify variables that are being short-
changed in the proposed structure and then avoid
using the meta model for predicting the
consequences of change in those variables, even
though the meta model depends on them.

We are nowhere near providing firm principles or recipes
for success, but we believe that the approach we suggest
will prove quite useful.  One reason for our belief here is
that the suggestions appear to be in some respects a
restatement—for a new context of inquiry—of methods that
have long been applied by physical scientists and engineers.
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Abstract

We propose a theoretical background and a computational technique that evaluates the performance
o f systems of natural language processing. The system of our interest analyzes natural language texts
(narratives o f the questions presented by the analyst, and narratives o f the sources, i.e. relevant documents),
and generates new texts under various focus o f interest (the meta-intent) and with various degree o f
compression. The narrative o f the questions serves the purpose of determining the meta-intent and the
required degree o f compression. This i s an equivalent o f the set o f goal, purpose and/or command that arrives
from the upper level in any large complex system. The narratives o f the sources can be considered the totality
of the Elementary Loop of Functioning. It can have many levels o f resolution, too. The engineering object of
analysis i s a software package whose inputs are a) the question, b) general information related to the analyst’s
foci of interest, and c) the set o f sources (natural language texts). The products at the output are “action
items”: the list o f recommendations. In many cases, it includes: a) the answer to the original question, and b)
the knowledge structure that incorporates knowledge from the processed sources. Both parts of the output are
natural language texts, too. The purpose of this analysis is evaluating the quality o f the result.

Keywords: action, actor, behavior generation, compression, corpora, document, ELF, interpretation,
knowledge representaiion, narrative, natural language, object of action, summav, summarization, text
processing

1. Introduction
Unlike many existing devices for goal

oriented text generation, the overall system o f
our interest employs mechanisms of a)
constructing the architecture o f knowledge
contained in a particular text, and b) subsequent
use of this architecture for constructing texts
representing this knowledge with the desired
degree o f compression. The system learns fiom
experience because i t s knowledge structure
incorporates everything it learned from the
sources and fiom the questions. The validity o f
knowledge can be judgedby ahuman operator.

The processes o f extracting relevant
information from natural language documents
require constructing an adequate knowledge
organization based upon multiple sources. We
believe that a meaninghl interpretation o f an
analyst’s question i s possible, too, only within a
framework o f a particular knowledge structure
(which might be different fkom the knowledge
structure built upon the sources). Thus, the hub
of our efforts i s situated in construction o f proper
knowledge structures. We build them following
the conceptual paradigm of the multiresolutional
approach. Especially effective are our

multiresolutional techniques o f disambiguation,
as related to the elements o f natural language
texts. The validity o f disambiguation can be
judged by the convergence o f the processes o f
disambiguation.

The special advantage o f our method
and software package is that i t builds up a
knowledge representation and learns additional
knowledge from each new text submitted. This
new knowledge is used for the subsequent
compression o f texts even if it has not been
directly represented in the expected sources:
every new text o f a particular domain is being
compressed by a “more knowledgeable”
package. These new texts generated by the
system are the answers, and the “density” o f the
answer depends on the request of the asking
analyst. Method allows for processing not only
single texts, but also groups of texts. It can
answer questions, groups o f questions, refine
questions, and disambiguate answers. It allows
for preparing surveys, and maintains topic-
oriented and context -oriented knowledge bases
for a variety o f decision support needs. The
quality o f decisions judged by the result o f
applying these decisions.



2. The Concept o f the System for
Processing the Questions and the Set
o f Sources

The Problem of Knowledge Extraction and
the Problem of Text Compressing. Extraction
o f knowledge from texts seems to be o f crucial
importance for solving the problem of
synthesizing the proper answer if the question i s
submitted and the sources o f knowledge are
available in the form of natural language texts.
The skills o f abridging, summarizing,
abstracting and surveying are highly important
for solving the problem of question answering.
People are doing all these things intuitively and
often fail. They tend to overemphasize trivial
passages and overlook hard to infer connections
hiding potential breakthroughs. They focus upon
particularities and losing the larger picture.
Obviously, the text o f the document is not
equivalent to the knowledge that i s conveyed by
this document, not to speak even about i ts
meaning that for the same text can be different in
the different contexts. There is no clear definition
for "meaning" because there is no single way o f
conveying the content, thought, emotion or even
a mood by using the arsenal o f natural language.
Currently, the meaning is judged by the human
operator.

Until recently, the process of question
answering was usually done by humans-experts.
They "extract meaning" and "summarize"
intuitively, they "survey" multiple sources based
upon their instinct o f relevance and their skill o f
generalization. If the multiple text bundling i s
required, of if the text compressing should be
performed, people rely upon experts. When we
need to use experts, and to make their labor less
expensive, we often employ experts' "natural"
ability to quickly compose answers, summaries,
and surveys. (The terms "abridged,"
"compressed, " "condensed " are typically
understood as "summarized "). The summary of
the situation, actually represented in a thoughtful
answer to a fuzzy question, should give an
abridged image of the essence o f knowledge
contained in the document. The need in the
condensed "knowledge " contained in the
document demonstrates our need in the meaning
of this knowledge and in the validation of the
results o f knowledge processing..

The Existing Efforts in Joint Processes o f
Knowledge Compression and Question

Answering (KCQA). KCQA is, in fact, the
essence o f the answering a question o f a very
vague type: "What this article (or a set o f
articles) is al l about?" Thus, the question-
answering process in numerous cases can be
divided in two interrelated stages:

Stage 1. Find a package o f sources
relevant to the question, and

Stage 2. Categorize them, i. e.
formulate, what this set o f sources is al l about.

It is not difficult to demonstrate that
additional stages can produce further focusing o f
attention and end up with the regular paradigm
o f asking-answering. The bottom line will
always be in searching for a relevant subset o f
sources and generating a text that could be
considered a compression of the set of sources
for question answering, i.e. KCQA. The latter is
required in many domains starting with business
of publishing and ending with funding agencies
that are swamped by the overly long descriptions
which should be understood and responded to.
Again, an expert is the only hope. The art o f
summarization has not been yet formalized so
that we could learn it, teach it and even more, to
delegate summarization to a computer.

The existing efforts in summarization
are oriented toward receiving nicely looking
short statements o f contents, abstracts, or
summaries by the virtue o f imitating prior results
in summarization (the superficial "tokens" of a
good summary are used). The efforts in
discovering the essence o f a text are dealing with
the most intimate component o f human
information processing. Well known rules o f
thumb like "use f i rs t paragraph o f an article as i ts
summary" rely upon a frequent maxim of
newspaper reporters to use the f r s t paragraph as
an abstract. However, in most o f realistic cases
this maxim fails. Usually, the intention to mimic
human activities automatically lead toward
cryptic, garbled, almost illegible documents
where subtitles, titles o f the figures, and
bulletized statements are mixed together. This
happens because there i s no method of telling the
significance o f one sentence from another from
the point o f view conveying the meaning.

The system with KCQA employs a method
of "knowledge structuring, " "text compression, "
and even "meaning extraction " that would
outline the steps o f text analysis and text
generation leading toward a harmonious
document which could be easily understood and
practically applied by the end user. In our
product, text processing i s based upon



visualizing the structure o f knowledge contained
in a text as a multiresolutional web (or
multiresolutional network) o f text units. In order
to understand the method, some preliminary
information should be acquired and taken in
account so that we won’t need to go to the expert
for explanation o f words “knowledge” and
“meaning” (see [1,2]).

Novel text processing tools outlined in
this paper have been developed by Cognisphere,
Inc. They allow for pursuit o f the meaning
during the multiresolutional decomposition of
the sets of texts. The meaning explication (or
discovery) processes can be totally independent
(“thesaural meaning”) and can be guided by an
assignment, bias, context, etc. The package
developed by Cognisphere relies upon
techniques for constructing the architecture o f a
text based upon the concept o f multiresolutional
text decomposition and aggregation. This
concept presumes that entity-relational networks
(ERNS) constructed for more simple (higher
resolution) units o f text are nested in more
complicated units that can have a separate label.

The simplest and the most practice
oriented outcomes of this development are the
new tools for text compression and new text
generating algorithms that can be applied in a
multiplicity o f the areas: for question answering,
for summarizing documents, papers, books, for
preparation o f brief reports o f meetings, for
document searching in the large document bases
and on the Web, and many others. This implies
that the network constructed at high resolution
can be substituted by a generalized but
computationally simpler network constructed at
lower resolution if the groups of high resolution
ERNS willbe considered a lower resolution units
and even might be substituted by separate labels.
Similar consideration can be applied to the lower
resolution network and even lower resolution
units can be constructed. If this process is
recursively repeated bottom-up, a hierarchy of
representation is obtained.

The development o f compressed
documents by humans is frequently considered a
guesswork. In the available examples o f
automated Summarization, the emphasis is done
upon creation of a new, shorter document which
will include some elements of the initial text
considered its milestones: highlighted words and
phrases, frequently used sentences, subtitles,
pieces of the tables o f contents, and so on.

The results are mostly unsatisfactory
and often, very disappointing. Indeed, the
summarization software packages produce at

their outputs garbled texts which require strong
editing - at best. As a result, al l leading
companies, searching the Web, have practically
abandoned meaning-oriented summarization.
They use LLtoken-driven” summarization: they
extract several lines from the beginning o f the
document, or a list of sub-titles, and so on, to
give the user some hint about the text.

Joint Decomposition and Compression as
Parts o f General Text Analysis. The meaning-
oriented text compression (eg. summarization,
or abstracting, or extracting the essence) is a sub-
task o f a more serious problem: to perform the
text transformation and analysis that would
organize the text in a system o f generalized units
without sacrificing the contents. We are talking
about constructing a multiresolutional system of
knowledge representation for a particular text.
This can be done only by generalizing and
subsequently, contracting (consolidating,
encapsulating;) the descriptions that are wordy
and contain details o f the second order of
importance. Apparently, a device for the text
compression should be capable o f distinguishing
the fvst order o f importance (with larger, or
coarser “granules“ o f the text) from the second
order (with smaller, or finer “granules”).

The te rm “granule” here is equivalent to
the ERN unit that “has a separate meaning” and
can be substituted by a separate label. By
constructing granules o f high resolution, then o f
lower resolution and so on, one performs
consecutive bottom-up generalization of the text.
Certainly, such generalization i s different from
the mechanical text filtering. I t presumes
constructing a new, generalized text by using
words and expressions that not necessarily are
the part of the document under consideration. I t

presumes substitution of the detailed description
by metaphorical “short-hand“ passages, and/or
metonyms.

As a result of summarization, the user i s
supposed to discover within the texts the units o f
meaning that might be hidden even @om its
author. This can be done by putting it in a
perspective o f other texts which might be of
interest for the user but are not necessarily
known to (or taken in account by) the author.
This is where the efforts in compressing the text
gradually demonstrate their closeness to other
important jobs in o f text processing which are
extremely time consuming and at present rely
solely on human expertise.

It would be prudent to say that the
consecutive bottom-up generalization i s not a



discovery o f the author. The problem o f
compressing (abridging, generalizing, surveying,
summarizing) a set o f diverse statements, or
documents and determining their joint meaning
is well known. This problem is presently
unsolved. The specifics o f our approach i s
bundling together a multiplicity o f related
problems based upon similarity that can be found
in their essence. Many additional jobs can be
included in the problem as we visualize it. For
example: development o f the group platform of
the associated documents demonstrating
elements o f similarity as far a particular situation
i s concerned. The group-platform problem i s
equivalent to a core problem of text processing
for decision support systems.

The Central Concept of MR-Text Processing.
When we are talking about text decomposition,
we do not refer to the standard formal procedure
o f text parsing, a procedure which could rely on
syntactic analysis. Certainly, the existing
algorithms o f syntactic parsing can be improved,
some new algorithms of parsing can be created,
the results o f parsing can be taylored to multiple
practical applications by using sets o f rules
which allow to notice new “tokens“ of
importance. These efforts for improvement
parsing algorithms are very important, but they
are incapable of solving the problem of text
compression via knowledge generalization,
knowledge discovery, and knowledge mining. In
this paper, we rely on a software package that i s
capable o f recognizing new units o f knowledge
that have a meaning corresponding to the
meaning requested within the assignment for text
processing.

Several new scientific developments are
applied in this software package. One of them i s
a metonymic combinatorial text transformation.
We employ a “multi-granular” organization o f
combinatorially constructed metonymic units o f
texts. This approach is based upon formation o f
the metaphors constructed via text
generalization. We believe that this i s potentially
the most powerful mechanism o f the text
contraction. Finally, analysis o f the structural
loops gives an opportunity to discover among
them the dynamic units containing new meaning.

The method is especially promising
because it uses the same structure o f information
processing no matter what is the information
medium: text, visual images, audio, etc. As the
need in multimedia processing is growing, our
package allows the uniform solution that can be
used for improving convergence in the processes

o f disambiguation described later. The procedure
of constructing the representation of REALITY
(natural languages, visual images, audio
information, physical reality) is described in [1,
21. Entities to be encoded, put in correspondence
as ERN and interpreted exist in REALITY but
are not recognized and encoded.

An intelligent (human based, or
automated) classifier should recognize and
encode the entities. This requires transforming
information into a perceivable carrier (signal).
The signal inputs the system. Initially it i s
perceived as a “chaos.” The subsequent
classification is performed within the intelligent
observer (our software package). Within the
input chaos, the observer perceives a multiplicity
o f zones o f with various degrees of uniformity.
The observer groups them into different classes.
The sets o f different classes o f uniformity can be
thought o f as singularities by themselves. Thus,
the singular zones of signal uniformity in
addition to singular entities are determined as a
result of perception. Then, the resolution of
classes distinguishing i s increased, the scope o f
dealing with input information is reduced. What
was “uniform zones” gives an opportunity to
produce its further classification. The whole host
of singular objects i s informationally
reorganized, too. As a result, new sets o f objects
are formed pertaining to new level o f resolution.
The process continues top-down. At each level
o f resolution there are additional singular
objects: those, that has not been noticed during
previous grouping processes because of their low
resolution. These “left-out’’ entities supplement
the multiresolutional system of entities that has
been received. After this, a new iteration o f
grouping is supposed to be performed at each
level o f resolution’.

The system of singular objects by itsel f
i s not sufficient for interpretation. At each level
o f resolution a loop o f closure should be defined
to perform the process of interpretation. All
components o f semiotic analysis (syntax,

’ The process can be made more understandable by
the following clarification: the entities that contain a
meaning have more than one element: they contain
information about an acting object (an ACTOR), about
the ACTION produced by the ACTOR, and about the
OBJECT upon which the ACTION was extended.
Many entities containing experiential knowledge of
this sort allow to make a generalization about a
preferable rule o f action in a variety of recorded
situations. Thus, entities can be grouped into the
experiential and the normative statements (the latter
are called rules).



semantics, and pragmatics) should be put in
correspondence with the elementary loop of
functioning (ELF) defined by the closure at a
level o f knowledge representation [1,2].

The circulation of knowledge within
ELF i s done by the virtue o f communication
which changes the incarnation o f knowledge
from a node to a node passing through the stages
o f encoding (in SENSORY PROCESSING),
representing and organizing (in WORLD
MODEL), evaluating (in VALUE JUDGMENT),
interpreting, anticipating, intending, and
planning (in BEHAVIOR GENERATION),
generating (in ACTUATORS), applying (in the
WORLD), and transducing (in SENSORS)-all
considered as different forms of communication
(mappings fiom one language to another). As
something happens in the World (discourse, set
o f texts, additional document arrived, additional
AUDIO was submitted, etc.), it i s transduced by
sensors into an appropriate form and the process
o f representation begins. The role o f Perception
is to represent the results of sensing in some
organized manner using signs. This process o f
shaping up the organization i s called Syntax. It
starts at this point, it continue at all subsequent
stages o f dealing with Knowledge while it i s
more and more generalized. The initial structure
becomes Knowledge as the latter gets more and
more generalized so that after representation i s
completed, interpretation i s possible.
Interpretation enables the process o f Decision
Making including Planning within the module o f
Behavior Generation in which Semantics joints
Syntax to create the interpretant.

The interpretant materializes in the
process o f Actuation, which is analogous to
generation o f new knowledge and then, in a new
text. As a result o f this process new Narrative
arrives into the World, creates changes in the
World - physically and/or conceptually. New
objects emerge; they can be of physical and/or o f
linguistic nature. The sensors change their output
signals and the new cycle starts o f the loop o f
closure.

The successful functioning o f the loop
dwells upon creativity o f Decision Making
processes in the module o f Behavior Generation.
The hypotheses enter the subsystem of Behavior
Generation as a substitute for the rules, the
decision for an action is made, the action is
performed, changes in the world occur, the
transducers (sources o f information) transform
them into a form that can be used by Source
Code Processing units, and the long and
complicated process of moving from signs to

meaning starts again. Now, the enhanced set of
experiences presented in the text brings about
another hypothesis that can c o n f m or refute the
tested ones. This is when the symbol grounding
happens.

After multiple tests, the hypotheses can
cross the threshold o f "trustworthiness " by
constantly exercising symbol grounding, and a
new rule is created. Further generalization o f a
rule (or a set o f rules) within a particular context
i s considered to be "a theory". At each step o f
this development, the unit under consideration
undergoes a comparison with other kindred units
confined in corresponding databases (of
Experiences, o f Rules, and of Theories). Then
the symbols tentatively assigned to some
"unities", "entities", or 'koncepts " enter their
place within the database of concepts (which is a
relational network o f symbols).

3. Texts Analysis: Decomposition and
ERN Construction

Each unit of the text carries its meaning
that should be interpreted within the part of
context belonging to the ELF at a particular
resolution. T h e hierarchical decomposition o f
context assignment i s presumed. The domain
assigns the context to the document (i-th level),
the document in turn (within the overall domain)
assigns the context to i ts sections ([i-11-th level).
The section (together with the whole document)
assigns the context to its paragraphs. The
paragraph and its neighbors-paragraphs assigns
the context to its compound sentences (CS). The
CS (together with other sentences around)
assigns the context to its simple sentences (SS).
Each SS (jointly with other SS and CS of the
paragraph) assigns the context to i ts smaller scale
components (SSCi, I=l,2,.. .). Each SSC (of this
particular SS and other SS and CS o f the vicinity
of attention) assigns the context to its smallest
SSC-units called M-seeds (the seeds o f
meaning).

Each M-seed (together with its
neighbors) conveys the context to its words (2nd
level), and each word (and its neighbors)
conveys the context to i ts parts (Is'level). We
can see that the text becomes a multiresolutional
ERN (entity-relational -network) which can be
considered a web with interrelationships o f
belonging and contextual influences. This web
carries meaning and interpretation and should be
discovered and processed. A measure of
significance can be assigned to all units o f text.

i



This measure is called “value o f significance”
and is based upon the size o f the unit, frequency
o f occurrence in the text and the quantity of
associative l i n k s with other units in the text.
This measure directly affects the quality of
results. The following stages perform the
preliminary text analysis and transform the
narrative o f the input natural language text into
the multiresolutional hierarchy o f knowledge
representation.

+ tPerception

Stage Al. Consecutive decomposition of the
narrative into the nested multiresolutional system
of ERNS. A system o f tokens was developed
based upon conducting consecutive
decomposition o fEnglish texts.

There are evidences that similar tokens
can be developed for other languages, too. The
system is similar to the one utilized for visual
images and i s adequately represented by Figure
1.
Stage A2. Top-down and bottom-up conducting
o f the process o f disambiguation (see [3])which
i s supposed to end-up at each level o f resolution
either by converging or by generation o f an
inquiry in the form of a question or additional
text request.

*
World

Model

Disambiguation procedures are based
on libraries o f rules that reflect the formation o f
gestalt -routines known for a particular domain of
activities and/or discourse. It i s based upon
formulating hypotheses and verifying them at the
adjacent levels below and above [3]. We have
developed a package o f rules for a linguistic
disambiguation for a particular type of activities
(e. g. summarization). Since the premises are
general, similar set o f rules can be developed for
other assignments, too. The loops of
disambiguation exercise simulation o f applying
at levels (i+l)and (i-1) the function that was
hypothesized at the i-th level (see Figure 2).

4 4

Stage A3. Putting in correspondence the result o f
Stages 1 and 2 with the knowledge architecture
o f the domain of interest; tracing the initial
narrative within the joint knowledge architecture.
Thus, within the same multiresolutional
architecture, a multiplicity o f various texts
(narratives) can be represented by corresponding
strings o f pointers without changing the
architecture.
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Figure 2. Multiresolutional processes of disambiguation
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As these three stages are completed, the
multiresolutional ERN knowledge base is
considered to be constructed.

4. New Text Generation: How Do W e
Receive the Answers

This multiresolutional ERN knowledge
base is used for new text generation under a
multiplicity of particular assignments: e.g. to
construct summary, abstract, abridged text,
summary upon the multiplicity o f texts, survey
o f multiple documents, etc. The idea of new text
generation is based upon the opportunity of
constructing most probable ELFs out of available
components.

The following stages should be
performed for the new text generation:

Stage G1. The level o f resolution are to be
selected at which the expected text should be
generated. Sometimes, the particular indications
are given that determine the user’s preference
toward chosen particular aspects o f the domain
o f discourse. In these cases, the values o f
significance are increased correspondingly for
related un i ts stored in the knowledge base. The
pointers for tracing the narrative at this level are
enabled, and the output text i s generated by
following the string o f these pointers as shown
for Stage G2.

Stage G2. The pointers are followed and the
narrative i s generated. The richness o f detail o f
the output is determined by the levels of
resolution selected for text generation. This
procedure invokes several rules o f text
generation that allow for associating simple
sentence components (SSC) with Actor, Action
and Object o f Action. These rules should be
applied either prior to text generation or as a part
o f i ts process:

a) Generation of Generalized SSC,
In all sentences, substitute SSCi (or n

units o f SSCi) for the GL-SSC, (generalized label
SSC,) Replace the whole SSCi with its
generalized label, in a manner such that it ’s
possible to go back (to recognize, what was in
place o f generalized SSC, label and substitute it

back to the original set of words).
6) Generalized SSC, Clustering
Group together simple sentences with

the same Generalized SSC,. The clusters of

Generalized SSC, should be marked by their
relative location in the sentence.

c) Categorizing the SSC, Clusters
Recognize the groups o f Generalized

SSC, Clusters related to actors, objects of action
and actions. The groups should be marked by
their relative location in the sentence and form
mERN.

d) Mergers within the Action related
SSC, Clusters

For a cluster of Action related groups,
check against significant M-seeds on
intersections. Temporary unify intersecting
clusters, mark their relative location in the
sentence.

e) Mergers within the Actor related SSC,
Clusters

For a cluster of Actor related groups,
check against significant M-seeds on
intersections. Temporary unify these clusters,
mark their relative location in the sentence.

fl Mergers within the Object of Action
related SSC, Clusters

For a cluster o f Object o f Action related
groups, check against significant M-seeds on
intersections. Temporary unify these clusters,
mark their relative location in the sentence.

fl Construct graphs for all resulting
sentence structures for visual analysis

(An easily interpretable example o f the
graph i s demonstrated inFigure 3)

g) Order the Graph as the Original Text
Flow

Conduct permutations: start with
arranging with Actor related SSC, follow with
object o f action related SSC, make intervals for
permutations required (if necessary). Different
graphs will be obtained for different size o f the
M-seeds and for different value o f significance
o f them. The quality o f the newly constructed
ELFs is determined by the values of probability
the new ELFs entail at al l levels o f resolution.

Using the ELF-based Activity Graph. The
graph is a powerful additional tool for
conducting the text interpretation. In the package
by Cognisphere, the following opportunities of
using the graph representation are exercised for
the compressed texts generated at the output:
l Read the flow o f connections €?omlef t to right
by using balloons, or a window for displaying
alternatives.
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Figure 3 Graphs of Output Formation

l Request for evaluation o f probabilistic validity
for the triplets Actor-Action-Object o f Action.

Transform the Graph into Text to be
Generated. The process of transformation
comprises the following steps: a) substitute all
SSC, by their original sets o f words from the
original text; b) sequence the sentences along
(parallel) with the original text pointers tracing;
c) sequence the sentences along with the original
text pointers tracing; d) form paragraphs when
the adjacent sentences do not intersect. The
software package uses a proprietory set o f rules
for Output Text Generation; the rules are taken
from the human experience o f text analysis.
Some examples of rules are given in this list:

0 When two consecutive phrases have the
same Actor and the number of words in their
Action SSC, exceeds that o f the joint number o f
words in [ActionSSC, + Object -of Action SSCl]
then unify them into one sentence with the
structure: Actor SSC, + (Action SSCI+ Object -
of-Action SSCJI + (ActionSSC, +Object -of-
ActionSSC,):!
0 When two consecutive phrases have the
same Object -of-Action SSC, and the number of
words in this Object -of-Action SSC, exceeds that
o f the joint number o f words in Actor SSC, +
Object -of-Action SSC,, unify them into one
sentence o f the structure: (Actor SSC, +Action
SSCJ1+(Actor SSC, +Action SSCJ2+Object -of-
Action SSC,.
0 When two consecutive phrases have the
same Action SSC, substitute in the second
sentence this Action SSC, by the corresponding
“Generalized Action SSC,.”

5. Research and Development
Perspectives fo r the Evaluations

The techniques introduced in this paper
can be applied for a cluster o f activities. All o f
them are unified by the focus o f analysis rather
unusual for the engineering endeavor.
Cognisphere, Inc. calls these activities Meaning-
Oriented Analysis o f Text Sets (MOATS).
“Texts” can be explained as narratives
representing REALITY (i. e. descriptions).
Before using constructively, the descriptions
should be mapped into a different structure: an
MR-Natural Language Text Architecture (MR-
NLTA). This construction uses the following
elements as i ts building blocks:
0 natural language passages including
“factual,” generalized, labeling,
l numerical data (explicit, implicit, tabulated,
etc.), sometimes with related interpretations

0 formal logical constructions based upon
standards and conventions related to a particular
discipline, or domain o f knowledge
0 pictures and graphs with, or without related
interpretations
0 complex structures of presentation
encompassing all o f the above elements

Our familiarity with the existing
research results allows us to be optimistic in our
evaluation of the advantages o f the proposed
system. The existing competitors do not seem to
be able to achieve results similar to those we can
provide within the scope o f our proposal, since
they have not yet incorporated the
multiresolutional technology o f text processing.

Presently, there are no methods of
testing for system of text processing with
summarization and other, more sophisticated
intelligent capabilities of processing. Both the
formation of the test-set (of texts to be
processed), and the methodology o f testing,
including the interpretation o f the results, are
obscure issues today. Most o f the sources
attribute the skill of summarization to the most
intimate faculties of human intellect. “Which one
o f two summaries, prepared for the same text, i s
good and which one is not?“ i s the question we
intend to answer as a part o f the testing
methodologies that will include the following
directions.



Direction I. Analysis of Meaning and
Consistency

Both, summarization and abstracting
answer an instantaneous need in newly generated
documents with a pertinent (but not necessarily
deep) meaning. In fact, the results o f our text
processing allow for expanding beyond the
initial target to prepare a relevant compressed
version, categorize it, and find a relevant list of
keywords. Additional opportunities comprise:
a) Determining of Clusters o f Meaning
After determining hierarchical networks of
semantic fields, numerous clusters o f them
emerge which are more informative than it is
required by the typical task o f summarization.
b) Interpreting Additional Messages
These semantic fields contain island of
additional meaningful “messages” conveyed by a
text, or by a set o f documents.
c) Recognition of Hidden Problems.
The lack of consistency in a semantic network at
one or more levels o f resolution speaks for the
existence o f hidden problems (in the text and/or
in the real world described within this text).
d) Planning of Actions
Determining the course of actions, which can be
recommended for dealing with the hidden (and
recognized) problems.

Since all these operations are substantiated
algorithmically, the numerical measure
(“metric”) can be introduced for judging the
quality of results. If additional considerations
can be introduced by human operators, they can
be taken in account in formalizing the metric
only if they cannot be incorporated into the
algorithm.

Using these operation presumes a
preliminary process o f learning of the system
functioning with parallel human based evaluation
o f results in a variety o f situations.

Direction 2. Visual Support of Meaning
It is our observation, and it i s part o f the

practice o f decision-making organizations that
both formal models and linguistic descriptions
are not fully instrumental in conveying the
meaning. Numerous additional issues and
components o f the meaning are illuminated when
the decision-maker is given an opportunity to put
together a visual representation for the meaning.
We are not talking about graphs and other visual
tools o f supporting a presentation when
numerical data are give, or qualitative results
allow for some quantitative representation. We
are talking about some intrinsic capabilities of
the conceptual essence of MOATS.

The tools o f text processing employed
by MOATS allow for creation o f visual images
that have the same spatial and temporal
structures as the soft model o f the text has. The
visual primitives are selected from the table o f
correspondence between the concepts and
percepts (a tool seeking for syntactic and
morphological resemblance between conceptual
and perceptual units i s under development).
These visual primitives are being organized into
a multiganular structure similar to the one
extracted from the texts [4].

As a result, a report o f the Mutual
Funds Headquarters might be mapped into a
visual image where in the midst o f the multi-
color ornament a several salient objects
demonstrate some persistent (and predictable)
motion: several polyhedra are quickly rolling
around a deformed, oscillating egg-shaped body
with a fuzzy contour. Visualization appeals to
the intuitions o f the decision-maker affecting his
perception o f the descriptive units of meaning
obtained as a result o f the prior analysis. It can
be used for evaluation if interpretation tables are
composed at the preliminary stage o f situation
learning.

Direction 3. Extraction and Analysis of Kindred
Texts Packages

Analysis o f large data-bases o f text
presumes browsing all documents, when the
assignment i s given to find a subset of them
related to a particular issue. This issue is
presumed to be represented not by the set o f key-
words and key-expressions but rather as a
description o f a particular situation. Even more
challenging is a problem o f extraction o f subsets
o f kindred documents when the issue o f interest
is not specified but should be discovered.
MOATS has all prerequisites required for
solving this problem in the future.

Analysis o f sets of kindred documents
(articles related to each other) i s performed as
follows: documents are processed together (in
parallel), and the meaning, hidden problems and
inconsistencies are determined for the set as a
whole.

These fimctions will include (but not
bounded to) the following list o f activities:
0 creation o f abstracts and lists o f key-words
for all kinds o f written texts
0 determining and interpretation o f text
statistics including
a) construction o f Zipf s and Zipf-Mandelbrot’s
laws



b) finding statistics o f parts o f speech and
phrases
c) computing N-grams

0 composing lists o f the natural language
passages containing “facts,” generalizations,
labels , and other predetermined types o f
expressions
0 extraction and organization of all available
numerical data (explicit, implicit, tabulated, etc.)
0 extraction o f formal constructions based
upon standards and conventions related to a
particular discipline, or domain o f knowledge
0 development of abridged documents and
compendiums
0 development o f pictures and graphs
reflecting the abridged documents
l preparation of complex structures o f
presentation encompassing all o f the above
elements

Services based upon the MOATS
system will take advantage of a possibility to
interaction with the user. Thus, it will be possible
to take into account both the goal o f the user in
i ts various aspects, and the variety o f meanings
that i s (and/or possibly can be) conveyed by
these texts as detected by the operator.

Certainly, the learning period i s
required when test text will be submitted to the
system as well as the results o f performance
evaluation done by human operators (a
representative statistics o f operator evaluations is
presumed). The learning cycle o f the MOATS
system contains the following components:
l receiving representative texts as input
0 discussion with the user the required
personalized features o f the job assignment and
the output form
l texts processing using both conventional
and innovative techniques (described above)
l composing summaries, abstracts, surveys,
compendiums, etc. fitting within preassigned
specifications
0 composing a list o f keywords (the number of
them can be preassigned)
l categorizing texts for both cases: with a
preassigned classifier, or without it

l evaluating the results within a particular
category by using the algorithmic “metric”

0 evaluating the same results by a number o f
individuals considered experts in this particular
category o f meaning

l constructing an ontology terms database and
monitoring its subsequent use for the user’s
needs; evaluating the ontologies algorithmically
0 evaluating the same ontologies by a number
o f individuals considered experts in this
particular category o f meaning

0 answering the user’s questions concerning
with the text and with the system’s fimctioning;
evaluating them by jurors and algorithmically
0 formulating the meaning of the texts and
hypothesize on its extension; evaluating them by
jurors and algorithmically
0 proposing explanations for the issues of
interest; evaluating them by jurors and
algorithmically
0 discovering and explicating hidden problems
within the world represented in the test set o f
texts and outlining the contradictions within
these texts; judging the automated results
l constructing and regularly updating a
knowledge base for a particular user; judging the
automated results

0 supplementing text processing with tools o f
visualization for enriching the results o f
interpretation and meaning analysis; helping the
user in analysis of images
0 outlining alternative actions for dealing with
the problems and contradictions found in the text

As a service tool, MOATS processing i s
specialized to perform the above functions of
evaluation regularly in response to the needs of a
user and for verifying whether the tuning of the
system has a favorable dynamics.
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P er M I S ‘ 2 0 0 1
The Workshop on Performance and Intelligence of Intelligent Systems
is conducted in association with CCA/ ISIC’2001, in collaboration with

DARPA
in Mexico City, Mexico, see: http://www.control.rice.edu/

T3 _ Measuring Performance and Intelligence Tue., Sept. 4, 2001
of Intelligent Systems (PERMIS’2001) 09:00_18:00
Organizers: E. Messina, NIST, A. Meystel, Drexel University, NIST, L. Reeker, NIST

Tuesday, September 4, 2001

09:00 - 10:00
Multiresolutional Representation and Behavior Generation: How Do They Affect the Performance
of Intelligent Systems (Lecturer: A. Meystel)

10:00 - 12:00
Mathematical Aspects of Performance Evaluation (Chair: A. Meystel)

V. Kreinovich, U. of Texas, El Paso, TX, R. Alo, U. of Houston Downtown, Houston, TX
“Interval Mathematics for Analysis of Multiresolutional Systems”
D. Repperger, AF Research Laboratory,
"An Autonomous Metric (Polytope-Convex Hull) For Relative Comparisons of MIQ"
D. Repperger, AF Research Laboratory
"Decision-Making and Learning - Comparing Orthogonal Methods to Majority-Voting"
J. Shosky, American University
"A Top Down Theory of Logical Modeling"
C. Landauer Aerospace Corp.
“Implementing and Evaluating Intelligent Systems: The Need For New Mathematics” (paper not available for publication)
E. Dawidowicz, US Army
“Performance Evaluation of Network Centric Warfare Oriented Intelligent Systems”

12:00_13:00
Break

13:00 - 15:00
Testing For Performance Evaluation  (Chair: E. Messina)

H. Yanco, U. of Mass, Lowell
"Designing Metrics for Comparing the Performance of Robotic Systems in Robot Competitions"
A. Jacoff, E. Messina, J. Evans, NIST
“Experiences in Deploying Test Arenas for Autonomous Mobile Robots”
A. Lacaze, NIST
“Hierarchical Architecture for Coordinating Ground Vehicles in Unstructured Environment”s
E. Messina, J. Evans, J. Albus, NIST,
“Evaluating Knowledge and Representation for Intelligent Control”
A. Meystell, J. Andrusenko, Drexel  U.
“Evaluating the Performance of E-coli with Genetic Learning From Simulated Testing”



15:00 - 17:00
Performance Evaluation in Non-numerical Domain (Chair: L. Reeker)

L. Reeker, A. Jones, NIST
“Measuring the Impact of Information on Complex Systems”
R. A. Pease, Teknowledge Corp.
“Evaluating of Intelligent Systems: The High Performance Knowledge Bases and IEEE Standard Upper Ontology Projects”
P. Davis, J. Bigelow, RAND Corp.
"Meta-models to Aid Planning of Intelligent Machines"
A. Meystel, Drexel U.
“Performance Evaluation in Computing with Words”

17:00 - 19:00
General Panel Discussion:
Why Should Performance Evaluation in Intelligent Systems Be Different?
Panelists: J. Albus, E. Messina, A. Meystel, L. Reeker, D. Repperger
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