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Overview

Automated Vehicles Program*

SERI (Strategic and Emerging Research Initiatives)

Focus: 
Address system technology performance and measurement methods

System technologies: Perception sensors, AI, Cybersecurity, and Communications (onboard and offboard)

Design and establish a systems interaction testbed

Goals:
Provide the metrology and standards to increase the safety and security of automated vehicles (Avs)
Allow industry to better understand and characterize  their AVs’ performance 
Provide Government agencies the knowledge to create regulations

* https://www.nist.gov/programs-projects/nist-automated-vehicles-program



Industry voices



Outcomes
2023 Standards and Performance Metrics for On-Road AVs Workshop

September 5-8, 2023 (virtual)

619 attendees
Overall keynote speaker:

Keynote speakers:

https://www.nist.gov/news-events/events/2023/09/standards-and-performance-metrics-road-automated-vehicles-workshop



Artificial Intelligence 

Artificial Intelligence 

Develop mitigation standards for adversarial AI

Contacts:

Apostol Vassilev (apostol.vassilev@nist.gov)
Send feedback to ai-100-2@nist.gov
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Adversarial Machine Learning (AML)

Work on establishing a methodology for assessing risks and mitigations of attacks on AI models

NIST AI 100-2† defines a taxonomy of 
attacks and mitigations in AML.

Can be used in conjunction with the
NIST AI RMF‡ to identify and manage risks. 

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-2e2023.pdf

‡https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
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Uncertainty Estimation for AI in AVs 

Work on establishing a methodology for assessing robust measurement of  uncertainties in AI 
models used in the perception and other systems of the vehicle

Predictive Uncertainty Estimation
helps to reduce the cascading
propagation of risk in the systems
of the car

This effort will allow quantification of 
risk in AI for AVs and UAS
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Next Steps 

Investigate the dependency of uncertainty on vehicle speed and distance to object

View from a far, high speed, 
time T0

Dashed line box indicates 
the positional uncertainty 
around an object
The model does not 
distinguish yet the car and 
the truck in front

Example w/ Gaussian YOLO v3



Next Steps

Next Steps 

Investigate the dependency of uncertainty on vehicle speed and distance to object

Getting closer, high 
speed, time T1

The model is now able to 
detect the two objects 
but the truck in front is 
misclassified as a car, a 
bush misclassified as a 
person

Large uncertainty boxes
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Next Steps 

Investigate the dependency of uncertainty on vehicle/system speed and distance to object

Getting close, low speed, 
time T2

The model’s object detection 
improves and picks up 
multiple objects: pedestrian 
(in blue), cars (in green), a 
truck (in red), etc.

Smaller uncertainty boxes 
around the closest objects

Larger uncertainty boxes 
around far objects
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Quantization 

Investigate the effects of quantization on the  robustness and security of AI models used in UAS

Quantization helps to fit AI 
models into the constrained 
computational resources of 
the UAS
However, quantized models
DO inherit the vulnerabilities 
of the original models and 
bring in additional weaknesses 
Quantized models are 
vulnerable to adversarial 
attacks.

Model

model



Thank you ! 

Questions and comments 

Send to: apostol.vassilev@nist.gov
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Disclaimer 

Certain commercial hardware, open source software, and tools are identified 
in this presentation in order to explain our research. Such identification does 
not imply recommendation or endorsement by the National Institute of 
Standards and Technology (NIST), nor does it imply that the software tools 
identified are necessarily the best available for the purpose.


