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The Unintended Consequences of the Internet —
Failed and Weaponized Institutions

The Internet was NOT designed for its current use as a general-purpose information network for the globe
—  The Internet was first developed as an open information network among research institutions

The Internet was characterized by Paul Baran (1966 RAND paper) as a defensive weapons system
- Distributed information network architecture could absorb and recover from nuclear attack on one of its nodes

The Internet grew organically as different groups experimented with the unique capabilities of its distributed architecture
—  Experiments by individuals, companies, governments, universities

— Internet’s open architecture and lack of “identity” layer was mismatch with existing institutional power and control relationships for
economic, political and social interactions, but benefits of scale, interconnection, scope and cost savings nonetheless fueled Internet
adoption

ALL human institutions apply hierarchical decision-making that depends on centralized information flows and controls
— Human institutions create, operate and enforce interaction rules of various sorts

All institutions discovered that the same distributed Internet architecture that could resist attack also resisted ANY centralized controls
—  Loss of institutional “rules-based” control was first described as the intra-organizational BYOD (bring your own device) problem (e.g.,
employee use of “apps” and hardware beyond employer control, etc.).

—  Loss of rulemaking/agenda setting/meaning-making control is detrimental to power and relevance of ALL existing human institutions

By the time this was discovered, most humans and human institutions had developed irreversible dependency on the Internet
—  The dramatically enhanced de-risking and leverage (“negentropy”) of Internet architecture cannot be resisted or replaced
—  Compare it to the irresistible energy-density of fossil fuels. Compare also to sym-bio-genesis (perhaps “Sym-info-genesis?”)

At present, ALL hierarchical/centralized institutions (business, governments, agencies, co-ops, etc.) are entirely BLINDED on the Internet
—  Traditional institutional (and market) metrics for performance aren’t “tuned” to measure new risks

At present, the functional interaction surface of institutions is equivalent to the attack/accident surface
— Institutional “business as usual” is perpetuating and aggravating new harms at old metrics Perimeter 1.0



Urgent Need For Situational Awareness
in Socio-Technical Systems That Host
Exponentially Expanding Interaction Landscape

We need to enhance reliability/integrity of human/institutional interaction environment to account for the Internet

— Allinstitutions are clusters of behavior and performance norms to de-risk and leverage a given set of interactions among 3
types of “entity”

e People (humans)
e Organizations (companies, governments, agencies, NGOs, religions, etc.)
e Things (Tools, vehicles, computers, loT devices, mobile devices, non-human animals, intangible rights, real estate etc.)

— 4t order effect of “Moore’s Law” is exponential increase in interaction volumes
e 1%t order - Exponential increase in transistor density on chip
» 2" grder - Exponential decrease in hardware size and cost of collecting, processing and communicating data
» 3 order - Exponential increase in application and ubiquity of digital ICT capability to collect, process and transfer data
e 4t order - Exponential increase in ability to engage in and digitally record data from interactions among entities

— Interactions breed risks

* Risk arises when interaction behavior/performance of an “entity” does not conform to expectations/specifications, etc. of
another entity

» 5t order effect of Moore’s Law is an exponential increase in risk

— Internet has become a general interaction infrastructure for humans and other entities
e Organizations (governments, businesses, universities, informal groups, markets, supply chains, etc.)
e People (friends, hackers, stalkers, neighbors, strangers, work colleagues, etc.)
e Things (loT, thermostats, cars, doorbells, computers, houses, mobiles, etc. )

—  Hybrid groups of entities (humans, entities and things) that are coupled together by information networks are appropriately
labelled and analyzed comprehensively as “socio-technical systems”

—  We need new metrics for system organization and operation that is not just “technical” (i.e. data-focused), but is also “socio-
technical” (i.e., information focused) to address the exponentially increasing threats and vulnerabilities taking place on the
Internet’s interaction landscapes



An Atlas to Measure and Map Information Risk
Beyond Network Perimeter 1.0

Information network “Perimeter 1.0” was at the measurable edge of our systems of technology and institutions
—  Riskincreases as perception dims at the edge of our tech and institutional-enhanced sensory/measurement capabilities
¢ Inthis Atlas of Risk Maps, that older data-focused, measurement-of-performance edge is called “Perimeter 1.0”
—  Now new threats and risks are presenting themselves from beyond that old Perimeter 1.0
* Traditional cybersecurity, privacy, IM, defense, and legal-compliance-based efforts are blind to the new risk vectors
—  We are experiencing new dimensions of information risk of which we were unaware, and for which we are unprepared

If we cannot measure a phenomenon: then we cannot see it, anticipate it, or deal with it
—  Effective “Situational Awareness” is grounded in observation/metrics from multiple perspectives
—  The many threats and vulnerabilities from beyond Perimeter 1.0 are perceived as risky because we cannot yet measure them

What gets measured gets done. . . and the opposite is also true
—  Unknown risks from beyond Perimeter 1.0 are constraining what we can get done in distributed information networks
e Risk restrains resource deployment and investment

For the next wave of innovation in society, culture, governance, security, and economics, and our own growth, we need to break
through the “risk boundary” at the edge of Perimeter 1.0 and explore, measure and map the risk borderlands of Perimeter 2.0
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The “fuel” to power (and pay for) this innovation/exploration & mapping is “high octane” individual & institutional “self-interest
e Deliver levels of risk reduction and leverage that cannot be achieved unilaterally by any stakeholder
e Build risk mitigation structures to create new value at the edge of disorder (historical e.g., rule of law, insurance,. etc.)

e Cultivate “non-zero sum” risk-co-management structures (e.g., rules, norms, markets, etc.)

Information network Perimeter 2.0 is in the “narrative” in the hearts and minds of people, and in the programmed responses of
technology (derived from specifications) and institutions (derived from laws, foundational documents and contracts)
— How can we measure threat correlations, vulnerabilities and causative factors of risks from these “softer” non-technical
sources?
—  How can a broad “systems engineering” approach that embraces “applied social science” and a new enthusiasm for
measurement in new domains inform our next-gen risk mitigation architectures, trust frameworks and markets?



Proposal to Map Threats, Vulnerabilities and Risks at
Network Perimeter 2.0

Problem: Information Network Perimeter 2.0 is:
— Unmeasured
— Unmapped, and

— Presents unknown risks

ALL of our systems are vulnerable to threats at “Perimeter 2.0”
— Vulnerable to “AAAA Threats” —
» Attacks, Accidents, Acts of Nature and Al/Autonomous Systems
— We cannot measure/detect AAAA threats beyond security Perimeter 1.0
— We are all blind to AAAA threats and failures at system Perimeter(s) 2.0

— We cannot yet achieve “distributed security” (or even AAAA threat
measurement) at Perimeter(s) 2.0

— Perimeter(s) 2.0 threats are currently undermining political/social and
economic institutions at global scales



AAAA Threats

ALL known human and institutional harms can be assigned to a “AAAA Threat” category

Atlas is tool for analyzing and mitigating “AAAA Threats” of all types to information systems

Attack
* Definition: Intentional acts of individuals and institutions

e Many of the Atlas risks are currently being weaponized
- In commerce "weaponization” is information arbitrage, competitive advantage, surveillance capitalism
- In government “weaponization” is attack on populations, institutions, critical infrastructure
- In civil society “weaponization” is fraud, undue advantage, extortion, mis-information

—  Accident (and unintended consequences)
e Definition: Unintentional acts (and unintended consequences) of individuals and institutions
e Many Atlas risks are due to ignorance of the effect of a given Atlas risk factor on actor or others
e Law calls unreasonable ignorance “negligence”

—  Act of Nature
»  Definition: Harms NOT included in other categories (i.e., Attack or Act of Nature or Al/Autonomous Systems)

e Many Atlas risks do not result from human or institutional action or inaction
- Disease, weather, solar activity, tectonic activity, floods, etc.

—  Al/Autonomous systems (Al/As)
»  Definition: Harms caused by Al/Autonomous systems

e Al/Asis currently an “in-between” threat category that is emerging as “inert” machines evolve into independent systems that will
enjoy “narrative discretion” (developed from what is now the Al “black box”)

e Alis not yet capable of (or legally culpable for) intentional acts or negligence that cause harm.
e Currently the responsibility/causation/liability is with owner or operator of Al/Autonomous system



Socio-Technical Solutions for
Socio-Technical Problems

Proposed Solution: Measure and Map AAAA Threats, Vulnerabilities and Risks at Perimeter(s) 2.0

— Recognize multiple new vectors for “AAAA Threats” in hybrid socio-technical information network systems
e System integrity and performance depends on reliability of BOTH technology AND people/institutions
* Perimeter 1.0 was the “technical” perimeter at the edge of performance measurement of technology
* Perimeter(s) 2.0 is the measurement edge of multiple “socio” elements in “Socio-Technical” systems

— Atlas program will Identify, collect and make available non-technical (aka “policy”) threat, vulnerability and risk
metrics from Perimeter(s) 2.0 to be part of systems-engineering “requirements” for design, development,
deployment, operation, testing/auditing, improving network-vulnerable systems

—  Current draft “Atlas” includes hundreds of new information system threat/vulnerability/risk dimensions that are
currently inadequately measured to be able to fully contribute to systemic risk mitigation

* To enable “Distributed Security for Distributed Systems,” this crowd-sourced program creates an open “Risk
Atlas” wiki structure for cyber-insecure stakeholder groups to help inform both their joint AND individual R&D
and Operations



IRRI Perimeter(s) 2.0 Mapping Tool

400+ Map Portfolios in the Atlas group metrics based on types or qualities of network nodes or edges
. Metrics in each map portfolio will be derived from multiple disciplines
—  Atlas helps to bring together interdisciplinary research and development work

. Map making/metrics visualization will commence as candidate measurements/metrics are derived for given portfolio

400+ Map Portfolios are presented in this draft Atlas in random order
— Later online wiki format versions of Atlas of Risk Maps will be sortable to match stakeholder relevance
—  Will enable custom presentation of map portfolios in stakeholder-responsive order

Entries are color coded in Atlas Table of Contents to indicate relative degree of current metrics development
—  Blue are “Known Known” Risks
e Known risks/Known metrics
— Blue Risks are Known AND some Risk Metrics are available

* Blue questions: What other and/or improved metrics are needed by stakeholders to navigate interactions at
their relevant Perimeters(s) 2.0? How can existing metrics be re-deployed to mitigate new risks?

— Green are “Known Unknown” Risks
e Known risks/Unknown metrics
— Green Risks are known, but currently available Metrics are indirect, insufficient or not relevant
e Green question: What new metrics are needed to help inform risk-exposed stakeholders?
— Red are “Unknown Unknown” Risks
e Unknown risks/Unknown metrics
— Red Risks are speculative AND no current relevant operating Metrics are available
e Red question: What is the nature of the risk AND what are relevant metrics?



Notes for Atlas Users and “Risk Cartographers”

Atlas Focus: Content of Atlas is currently directed at next-generation “cyber” security AND information network-related
threats, vulnerabilities and risks
—  Particular attention to risks associated with information network integrity, identity management (IM), security and
privacy technologies and policies
— Challenges raised and strategies suggested in the Atlas can also help reduce risk associated with other information
technologies, technology systems that have an information component, insight and knowledge systems (e.g., markets,
supply chains and other information systems with feedback), and various socio-technical systems.

Map Portfolios: Each numbered “risk map” is really an invitation to create workstreams for portfolios of maps/metrics.
—  Maps are currently in form of descriptions of challenges and potential solution/suggested action structures
— Example: “Risk map 6 — Individual Bias” anticipates dozens of separate measurements and potential mappings of
individual bias-based risks that can affect reliability and predictability of networked information systems
e See https://en.wikipedia.org/wiki/Bias
— So, these hundreds of “map portfolios” in reality reflect thousands of possible measurements of threat, vulnerability
and risk that are of potential value to information network stakeholders.

Map Portfolio Types: The initial several hundred map portfolios are grouped by wildly-varying conceptual categories

—  The initial groupings of metrics/maps within each of the map portfolios is intended to invite the consideration of
commonalities of measurable qualities among these many different concepts, categories, and abstractions

. Ontologies and framing tools are in the process of being developed at multiple scales and across multiple sectors

Format: Each of the hundreds of numbered Map Portfolios is presented on just two slides
— Slide 1 - “Challenges” initial sketch of the types of risks and concerns that are included in that particular map portfolio

—  Slide 2 — “Candidate Analytical Frameworks/Metrics/Actions” suggests some “trial balloons” of possible approaches
to identifying and applying measurements that can help to inform the organization and operation of networked

information systems.
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* Normative cross reference to Ruth Atherton’s
research checklist (Gates Foundation).



1. Time

e Challenges

— Innovation: Dynamic change in interaction networks compresses
obsolescence of security, IM and privacy-related data collection,
processing, and transfer technologies and architectures.

— Adoption: Institutional “adoption curves” lag due to budgetary
and other resource issues.

— Supply Chain Dependencies: Development and adoption
timeframes can be affected by those of related technologies.

— Costs/Benefits Mismatch: Front-loading of development and
implementation costs relative to enjoyment of benefits delays
adoption decisions.

— [Other?]
e References:




1. Time

Candidate Analytical Frameworks/Metrics/Actions

Consider and address variable risks in time phases of design, development, deployment
and operations.

Consider risks of dynamic elements of operating environment at different scales.
e Time dynamics of risks and threats (data life cycle, information supply chain, etc.).
* Time dynamics of information arbitrage markets.
* Time dynamics of interactions and emergent phenomenon in networks.

Consider relative rates of obsolescence/legacy systems in related and integrated
technologies.

Lifetime cost (front loaded costs?): Consider cost accounting and other elements of how
benefits match (or don’t match) with costs for given expense.

Interaction velocity element: Analyze the extent to which system and/or technology will
facilitate data/information flow and reduce interaction friction (or the opposite).

Analyze the adaptive ability of system and/or technology - Stability versus flexibility
through time (Ref: Art Brock work here).

Block chain-related and “distributed ledger” technologies enable the conversion of
problems of “time” (promises made in the past that encourage reliance in the future)
into problems of “space” (distributed ledger to deter unilateral, post hoc changes).

[Other?]
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2. Scale

Challenges

Design, development and deployment of technologies and systems is frequently based upon a constrained model of
the deployment environment, and the inattention to effects of the operation of a system or technology at other scales
can have unintended and potentially harmful consequences.

Need to apply “systems engineering” approach at multiple scales to enable better scalar integration
Need to specifically unpack and explore those “out-of-scope” elements of system design
e Be aware of scalar NIMBY-ism (intentional ignorance of negative impacts at other scales)

— E.g., Commercial sales of high calorie foods causing increase in preventable diseases, the costs of which
are borne by systems operating at other scales

— E.g., Failure to immunize individual children can undermine” herd immunity” at larger scales
— E.g., Lax computer security can open up individual systems to bot net recruitment that harms others.
Note that different types of organizations may be powerful in different scales, crimping inter-scalar planning
Is the subject system’s and/or technology’s impact and adoption strategy sufficiently scale-independent?
e If not, then at what scale will it have an impact?
e What is the effect of that impact (either + or -) at other scales?

— E.g., increased LOA for IM at institutional level might be intrusive at individual level (intrusion versus
insight privacy issues — See Map 53 — Constitutional Implications — 4™ Amendment)

If the system and/or technology is deployed at one scale of socio-technical network (e.g., individual), what is needed
to have it be impactful (and not harmful) at another scale (e.g., market)?

NOTE: “Scale” here is evaluated from WITHIN the deployed system/network
* Compare “scope” framework for evaluation between and among systems
[Other?]

References:



2. Scale

Candidate Analytical Frameworks/Metrics/Actions

— Consider various alternative “scales” for technology-in-network analyses such as:

Network configurations at intermediate scales (See Map 63 - “Network Graph
Theory Wiring Patterns”)

Second and Third Order Structures (Ref: NATURE article on 2"d-order influence
nodes and Science article on “Graphlets”)

Phase change models

Thermodynamics-based models (Lagrangian coherent structures of reduced
Shannon Entropy in Data Field (aka market arbitrage))

Fractal dimensionality insights (Ref: Mandelbrot economics and scale relationships)

other system analyses to revisit relationships among system elements at multiple
levels (such as individuals, groups, companies, nations, networks, sectors, etc.)

— Alternative analyses may reveal elements that are scale independent and/or scale
dependent among different levels, yielding additional adoption and deployment
alternative strategies (e.g., scale independence suggests fractal structures of markets,

etc.

— Consider notions of scale relationships through lens of distributed systems, rather than
centralized or decentralized systems (See Ref: 1966 Paul Baran paper for RAND)

— [Other?]
References:



3. Scope

Challenges

Is effectiveness of subject system and/or technology dependent on scope of
its application or adoption?

Is system and/or technology impact dependent on presence of existing
contiguous technologies, particular laws, or other system “externalities” in
ways that can affect its resilience, reliability of efficacy?

When the system and/or technology is fully implemented in a system, what
are the new risks that may arise at the edges of the system (Godel-
incompleteness)? (See Map 41 - Provisional/Edge Governance).
“Scope” is evaluated from OUTSIDE the system network.

e Compare analytical framework of Map 2 — “Scale” which is evaluated from within system

[Other?]

References



3. Scope

Candidate Analytical Frameworks/Metrics/Actions

— Consider operation of system and/or technology in distributed
environment and how it will function in distributed environment (i.e.,
in absence of Perimeter 1.0).

— Evaluate system and/or technology as part of larger ecosystem to
understand new risks and differentials created by system and/or
technology among stakeholders and beyond implemented system (i.e.,
external relationships are where Perimeter 2.0 is established)

— ldentify, evaluate and address constraints on expansion of scope of
adoption/application of system and/or technology

e such as national jurisdictional laws, “walled garden” operating systems, and
other deployment-limiting factors

— [Other?]

References:



4. Stakeholder Type

Challenges

What is the anticipated group of stakeholders that will be affected directly by the system?

What is the anticipated group of stakeholders that will be affected indirectly (in second and higher order
indirect interactions) by the system when implemented in the real world?

What is the mechanism for identifying stakeholders that might be affected by the system, and in taking
measures to mitigate harms to stakeholders based on both appropriate and inappropriate uses of the
system?

When assigning responsibility for implementation and operation of a new system and/or technology, what
are useful and efficacious categories (and useful performance measurements) for each separate role in
security, identity management and privacy ecosystems?

What are risks associated with incorrect categorization and subsequent administration of selected “kinds” of
stakeholders?

e E.g., what happens to individuals if they are treated as engaging in online B2B transactions rather than B2C where they
enjoy consumer protection laws?
Will legacy stakeholder categories (such as data subject, relying party, identity or attribute provider in
identity management contexts, etc.) benefit from further development to evaluate different or additional
motivations and behaviors of participants in distributed socio-economic information systems?
e Subcategories of stakeholders have different needs

[Other?]
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4. Stakeholder Type

Candidate Analytical Frameworks/Metrics/Actions

— Compare roles of individuals and institutions as described in the system and/or technology
specifications/policies with those set forth in emerging candidate security, IM and Privacy standards

e Consider whether there are gaps in stakeholder assumptions or ambiguities in descriptions that can
result in new or additional risks in system operation.

— Consider direct risks (e.g., experience harm) and indirect risks (e.g., liability for harm)

— Does the system and/or technology anticipate new roles (new stakeholder types) for which a
behavioral/performance profile is not yet available?

e If so, what are the attributes of that stakeholder type/role, and what are the implications of that role
existing beyond the system and/or technology being analyzed?

e Are there new conflicts of interest issues arising with the role?

* Isthe role subject to external regulation or contractual duties, etc. that will influence the operation of
the system in ways not anticipated in the system requirements and/or technology specification?

* Does a change in the specific party occupying a role alter the related risks of bias, conflict, etc.
— Analog is having an individual versus institutional fiduciary act of your behalf

— Isit possible to create “fail safe default states” to protect anticipated (and unanticipated) uses by various
groups of stakeholders with unique vulnerabilities?
. Compare to guards placed on industrial equipment to prevent against operator and bystander injuries

— [Other]
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5. Community of Interest

Challenges

Networked security, IM and privacy technologies and systems typically seek to improve the
reliability and reduce the risk (of security or privacy breaches) among one or more
communities of interest (COls).
Different types of COls have different rulemaking processes, forms of rules and and
enforcement profiles.

* and they generate and operate under different performance and risk metrics.
How will the analyzed system and/or technology affect and be integrated into the existing
rules of target COIs and contiguous COls?
What will be the effect of adoption by an organization or individual who is involved in more
than one COI?

* Will they experience risk-profile-fragmentation, like the identity fragmentation of pre-federated online

identity systems?

Is federation of the security, IM or Privacy service/function possible to alleviate fragmentation
of security, IM and possible privacy gaps that might otherwise arise?

* What are the hurdles to federating network risks among COls?

* What are risk implications of federation of service elements?

[Other?]
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5. Community of Interest

Candidate Analytical Frameworks/Metrics/Actions

— For maximum speed of solution adoption, look for various analytical and
procedural interfacing opportunities (“hooks”) into rulemaking processes and
outputs/deliverables/artifacts of existing COls such as:

» State, local and federal governments (output = laws and regulations, enforcement
policies, etc.)

* Regional Trade Agreements (output=treaties and directives)

e Communities (output = norms and ethics)

* Markets (output = trading metrics)

* Technical SSOs (output = specifications and IP cross licenses)

* Industry associations (output = certification marks and standards)

* Companies (output = products and services, policies)

* Networks (output = operating standards)

e Supply chains (output = contract terms)

— [Other?]
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6. Bias - Individual

Challenges

Operation of socio-technical systems (such as online products and services,
etc.) depend on reliable performance and behavior of technologies and
people.
Does (and how does) the reviewed system and/or technology address
variation in individual behavior (and consequent system un-reliability) due to
individual bias?

* Individuals in role of users

* Individuals in roles as system operators
In what ways can bias be referenced and applied as a positive factor in the

recruitment of populations needed for such network-dependent strategies as
“neighborhood watch,” “crowd-sourcing of security solutions,” etc.?

[Other?]

References

— See Risk Maps for “Bias — Cognitive -

“Processing Inaccurate Information — Theoretical and Applied Perspectives
From Cognitive Science and the Educational Sciences,” Edited by Rapp and
Braasch (MIT Press, 2014)
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6. Bias - Individual

e Candidate Analytical Frameworks/Metrics/Actions

— Bias as a negative system and/or technology performance factor

* There are myriad biases that can negatively affect individual behavior. These include
recency bias, bandwagon effect and many others. Some of the significant individual
biases are included as separate Risk Maps under the headings “Bias — Cognitive.” See,
https://en.wikipedia.org/wiki/List of cognitive biases

* What are metrics to capture presence and potential harms of various biases?

— Awareness (and mapping) of individual heuristics and biases typical of the
roles involved in a given system and/or technology operation can help to
positively influence the design, development and deployment of a given
system and/or technology

* E.g., itis easier to deploy flashlights and batteries after a blackout due to “recency bias”

e E.g., itis easier to sell security services to a family in a neighborhood that has
experienced burglaries, etc.

* Flocking behavior in markets
* Viral memes movements

— [Other?]
e References



https://en.wikipedia.org/wiki/List_of_cognitive_biases

7. Bias -Institutional

Challenges
— The predictable performance of socio —technical systems (such as security, IM and privacy
systems) depends on the reliability of system and/or technology, people and institutions.

* What are the bases of reliable institutional behavior and performance?

e What are “programmed” responses of institutional stakeholders in the subject technology systems and
how cag that reliability (or its absence) enhance or degrade performance of a given technology and/or
system?

— How do the institution’s foundational and/or formation documents affect institutional
behavior and system and/or technology behaviors

e Articles

* Bylaws

— How do regulations and laws affect, constrain and direct institutional stakeholder responses in
system and/or technology systems?

* Laws and regulations as “scaffolds” for system deployment

— How do existing binding obligations of institutions affect system and/or technology behaviors?

* Voluntary, self-binding obligations (e.g., contracts)

e Compulsory obligations (e.g., market pressures, laws)

— [Other?]
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7. Bias -Institutional

Candidate Analytical Frameworks/Metrics/Actions

Different types of organization have different mission-oriented “programming” found in their
“organizational documents” and the set of their contractual obligations and rights that makes their
system behaviors more predictable

* Corporations — articles and bylaws

e Country/State — Constitution

* NGO - formation documents

e Partnership — partnership agreement

* Cooperative — cooperative agreement

e LLC —operating agreement

* Organizations formed under non-U.S. law — corresponding documents

It is critical to review and incorporate an analysis of the institutional programming in a given
deployment setting to understand whether the adoption, deployment and operation assumptions of
a given system and/or technology are valid.

Consider variations in use of system and/or technology in different types of organizations
Consider tendency toward Organizational Myopia for system and/or technology user?

Other issues of Institutional Bias include: official policies, group emotions, integrity and character of
management, market-reinforced reputation, whistleblower-related policies, etc.)

[Other?]

References
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8. Bias - Sectorial

Challenges

Commercial entities and other organizations (such as regulators, consumers,
etc.) operating in a particular industry or commercial sector are characterized
by particular sets of externalities, expectations and behaviors that can affect
their system behavior and performance individually and as a group.

Is the reviewed system and/or technology designed to fit the expectations and
behavioral profile of individuals and/or entities in just one sector (e.g.,
banking, healthcare, Telco, retail, insurance, shipping, transportation, etc.), or
can it be applied with consistent performance results in multiple sectors?

What are the potential harms of deployment of the subject technology and/or
system outside of the sector for which it was designed?

* E.g., To what extent would a HIPAA-compliant healthcare technology or system be
functional and/or appropriate for application to financial records (usually covered by
GLB) or educational records (usually covered by FERPA), etc.?

[Other?]
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8. Bias - Sectorial

e Candidate Analytical Frameworks/Metrics/Actions

— Individual and organizational behavior in a particular sector is shaped by a
number of potential sources that can be mapped to create a cartography of
behavior/performance reliability, and risk

* Regulatory (e.g., HIPAA, GLB, FERPA, etc.) shape the data and “privacy” related behaviors
of their respective sectors, independent of organization type (corporate, individual, LLC,

etc.)

* Trade association standard terms/contract forms

* Trade association insurance and self-insurance structures

* Supply chain risk elements (e.g., risk of airline operations vs. hospital workers vs. food
packers vs. manufacturing, etc., etc.)

— Consider “root” sources that cut across sectors as potential avenues for cross-
sector information network rules

* Existing shared structures to address known threats and vulnerabilities in sector

* E.g., FIPPs-based rules — but beware perpetuating FIPPs 1970’s era approaches

* E.g., Commonwealth countries share legal and language traditions that apply across
industrial sectors in their respective jurisdictions.

— [Other?]
e References



9. Bias — National/Cultural

e Challenges

— Organizations and individuals from different nations and cultures have different
expectations about the nature of security and privacy and the notions of individual and
group identity that will affect their performance and their expectations of the
performance of others when using a security, IM or privacy system and/or technology.

— How does the system and/or technology address varying national/cultural norms,
expectations, biases, etc. of people and institutions?

— What are the challenges associated with deployment of a technology/system within a
given jurisdiction (national boundary) where different cultural elements are present?

* Does localization of a technology to accommodate a given set of national laws
ignore opportunities for further customization for multiple cultural groups within
that jurisdiction?

— For technologies that will be deployed domestically, how might regional differences
(within a given country) affect security, IM or privacy performance of the analyzed
system and/or technology?

— [Other?]
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10. Bias — Analytical/Statistical

e Challenges

— What gets measured gets done - How is the reviewed system
and/or technology “blinded” by its own design/operation and
performance measurement assumptions?

— What is the resulting bias in product and service design,
development and deployment
e How can that bias be revealed?
— Monte Carlo simulation, etc.
 How can that bias affect the system’s security, IM and privacy risk
profile?

— [Other?]

e References



10. Bias — Analytical/Statistical

Candidate Analytical Frameworks/Metrics/Actions

Apply different assumptions to the operations phase of the system/technology
to “stress test” the analytical bias of the system

Look at the edge of the performance measurements proffered by the system
and/or technology proponents based on their interpretation of the system
requirements.

* Consider the performance characteristics beyond the edge of the suggested metrics.

Consider the questions that are not being asked, and potentially-relevant
metrics that are not being anticipated, in the design, development and
deployment of the system and/or technology that might undermine its
anticipation performance?

Construct frameworks in the “negative analytical space” beyond the suggested
metrics

[Other?]
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11. Reliability/Predictability/Trust

Challenges

— Trusted systems can gain traction and retain reputation by demonstrating reliability and
predictability in operation (“mechanistic trust”).

— How does the reviewed system and/or technology help to generate
reliability/predictability/trust that can foster adoption and other prerequisites to successful,
sustainable and resilient network deployment of security, IM and privacy technologies?

— What other elements or characteristics of the subject system and/or technology can
potentially provide a reference point for measuring consistency in performance as a
prerequisite to trust, or its absence?

— What are the other sources of “Trust” beyond experienced reliability?

e Word of mouth/recommendations

» Certification/attestation

* Access to enforcement

e Insurance/guarantee/warranty arrangements

— [Other?]
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11. Reliability/Predictability/Trust

Candidate Analytical Frameworks/Metrics/Actions

What are the elements of the system and/or technology that can demonstrate
reliability and predictability?

e How can the more reliable elements of the system and/or technology help to stabilize
the less reliable elements in a trustworthy network deployment of the system and/or
technology?

What are the elements of the system and/or technology and/or the related
systems that depend upon the system and/or technology, the unreliability of
which can undermine trust in operation and hamper adoption?

How can individual bias (See Map 6 — Individual Bias) be positively recruited to
help stabilize the reliability of individual performance in system and/or
technology deployment?

* In what situations does designing w/r/t bias offer greater reliability that other design
parameters?

[Other?]
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12. Individual
Attributes/Training/Education/Experience

e Challenges

— In socio-technical systems (such as those that depend upon and also that
deliver security, IM and privacy technology systems), individual behaviors and
performance can vary among different people based on varying capacities and
differences in physical and mental ability, training, education and other unique
attributes.

— How does the reviewed system and/or technology anticipate, accommodate
and/or address individual differences among users, data subjects, etc. who will
interact with the system in both personal and institutional settings?

* |In personal-use settings
— How do users learn proper use of system
* In employment settings, how is training on system achieved and funded
— Seller model
— Employer model
— Hybrid models

— [Other?]

e References



Ca

12. Individual
Attributes/Training/Education/Experience

ndidate Analytical Frameworks/Metrics/Actions

Consider degree of dependency of system and/or technology performance on a given level of
individual (consumer, user, service provider, employee, etc.)

* Physical and mental ability

* Training on specific system/technology

* Education and general capacity building

* Social and cultural motivations and factors

* Positive identity and self-image

* Creativity and critical thinking skills

* Degree of emotional Intelligence and social awareness

e other unique attributes

Consider OSHA standards, ADA standards, and other regulatory standard references.

* Does the system and/or technology anticipate accommodations to enable differently-abled persons to
participate in the effectuation of security, IM and privacy system goals?
— Consider “paradigm of citizen participation in “neighborhood watch” security for open systems
Consider coordination with workforce development initiatives in cybersecurity (such as DHS
NICE program, etc.)

Ref: “Economic Theory of Greed, Love, Groups and Networks,” Frijters and Foster (Cambridge
Press, 2013)

[Other?]
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13. Economic Incentives

Challenges

— Are potential and actual economic incentives (and disincentives) associated with each of the various
system stakeholder roles (both individual and institutional) taken into account in the design of the
system and/or technology?

* What incentives/disincentives are there for system participants to follow system organizational
and operational rules?

— What is the level of dependency of the normal operation of the technology and/or system on the
provision of incentives and application of penalties to enhance user performance and interface with
the system

e E.g., For commercial applications - can it be reliably deployed outside of compulsions of the
employee setting?

e What will cause stakeholders to use it?

— Where incentives are identified as needed to motivate various stakeholder behaviors, what is the
source of funding for such incentives

e |sthe funding sustainable?
* Is the timing of the availability of the funding matched to the need to provide incentives

— What intermediation models can be conceived to bridge any timing and other gaps to
funding incentives?

— [Other?]
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13. Economic Incentives

e Candidate Analytical Frameworks/Metrics/Actions

— Consider monetary/economic incentives motivating various positive and
negative system behaviors
* Leverage of insight — who benefits from information arbitrage in system
* Tort of Conversion (theft) — what responsibilities/incentives are associated with handling
valuable information?
— Consider non-monetary economic incentives
* Reputation in community
* Fame and publicity as incentive
* Information arbitrage value (insider trading, SEC Rule 10b-5)

— Consider indirect structures of incentives

* Employee “Respondeat Superior” relationship as economic incentive for performance
conformity

e Market and supply chain relationships (output and demand relationships and negotiation
power relationships as forms of soft economic incentives)

e Other forms of “soft” economic compulsion
e Additional Ref: “Innovation and Incentives” Schotchmer, (MIT Press, 2004)



14. Economic Setting

e Challenges

— Does the system and/or technology accurately and sufficiently-
comprehensively address the adoption and operation
implications of the larger economic setting in which it will be
deployed?

— Is the system and/or technology adaptable (and does it lend
itself to metrics) that will permit it to be integrated in
operations and strategic planning within existing economic
expectations of stakeholders?

 Companies seek to externalize and delay costs delaying replacement

of legacy systems

— Bolt-on or “wrap around” capacity can be more cost effective and easier to
adopt

— [Other?]
e References



14. Economic Setting

Candidate Analytical Frameworks/Metrics/Actions

Consider alternatives of “buy or build or become” strategies
Cost Accounting and security, IM and Privacy system and/or technology
ROI (timing) and GAAP for security, IM and privacy
Competitive environment
e “First mover” dis-incentives
Institutional economic biases
e corporations maximize income for shareholders
e governments spend to benefit citizens
* NGO:s, trusts serve beneficiaries (trustee is economic fiduciary)
* Cooperatives and trade associations serve industry members
Need to understand deployment context of system and/or technology and relevant

stakeholders economic interests to fully evaluate organization and operation of system and/or
technology in real world contexts

* E.g., company might balk at front-loading costs of pollution control facility if not required by regulation
and not being done by competition, but government or NGO might find those costs consistent with
their mission.

Tax considerations (amortization and deduction variation of security, IM and Privacy strategies
(See TVR “Privacy Beyond Compliance” paper).

[Other?]

e References



15. Central v Distributed Architecture

* Challenges
— Centralized/hierarchical institutions and governance structures are rendered
blind by distributed information systems.

— Many current problems and threats are artifacts of centralized/hierarchical
institutions operating in distributed information/risk landscape.

— How does reviewed system and/or technology address this
institutional/deployment challenge?

— [Other?]
e References

— See Diagram from paper by Paul Baran at RAND corporation on distributed
systems https://docs.switzernet.com/people/emin-gabrielyan/060921-thesis-
for-experts/ac43 files/image003.png



https://docs.switzernet.com/people/emin-gabrielyan/060921-thesis

15. Central v Distributed Architecture

Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks of distributed governance to match distributed
information systems
* neighborhood watch
* Self-binding to policy standards
* Private rights of action
* Crowd-sourced insight
* Information arbitrage co-ops
— Consider strategies for security/privacy/IM integrity in “open” systems, such as
scaffoldings of institutional duties to frame citizen rights. Compare other
“rights” manifested in open/public settings such as:
» Katzv. U.S line of authority (reasonable expectation of privacy) — 4" amendment context
* First amendment rights of expression, association, access to information

— [Other?]
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16. Complexity

Challenges

What are performance and measurement assumptions made in evaluation of subject system
and/or technology that are deployed in “complex settings”?
* Are they based on normal (Gaussian) distributions of risk?
* Are they calculated on another basis (such as power law distributions) that reflect unpredictability of
non-linear events in complex systems?
What is the basis of the assumptions made and are they justified given the level of
organizational and operational complexity in deployment of the system and/or technology?

Are those assumptions appropriate given the mathematical complexity of the variables
associated with the interactions with respect to which the security, IM or privacy system
and/or technology will be deployed?

Insight and intrusion are two opposing views (observer and data subject respectively) on
“lower entropy” credentials (demanded at higher Levels of Assurance).

* How does the relationship of measurement granularity (complexity?) to both information value
(Shannon arbitrage) and privacy intrusion (intrusive Pll) suggest a problem that could help lead to a
operational and measurement solutions?

[NOTES: Feynman: Rules are simple (1million square checkerboard), but multiplicity of
actions and pieces makes it complex. Like thermodynamics. Language of complexity is
gradients? Arbitrage and thermodynamic behavior as gradients?]

[Other?]
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16. Complexity

Candidate Analytical Frameworks/Metrics/Actions
— How measure risk in complex systems?
e Metrics/Actions of complex systems associated with
— Emergence
— Self-Organization
— Feedback
— For those risk variables that cannot be modeled based on normal distributions, what alternative
potential risk models can be applied for complex systems?
— Complex systems might invite measurements of fractal dimensionality of deployed technology

system.
e See English Coastline example https://en.wikipedia.org/wiki/Coastline paradox

e Change in granularity of measurement alters length (an identity attribute) of a coastline
e Change in granularity of identity measurement for IM alters identity attribute of person

— See OMB 0404, NIST 800-63 — Change “granularity” of identity measurement for
different LOAs.

Source and measure of criticality?
— See: From Wikipedia: The stability of Boolean networks depends on the connections of their nodes

— [Other?]
References:



https://en.wikipedia.org/wiki/Coastline_paradox

17. Group Recruitment/Collective
Efficacy/Neighborhood Watch

Challenges

In distributed socio-technical systems, such as the Internet, humans
(and their institutions) are not just beneficiaries of the value of the
system, but are also critical components of its operation.

How does the system and/or technology help to cohere the behavior
of populations of humans (in their respective roles as consumers,
viewers, citizens, etc.) to deliver benefits that individuals cannot
achieve unilaterally?

If the system and/or technology value proposition to improve security,
IM or privacy depends on broad adoption, in what ways does the
system and/or technology motivate, induce or accommodate
individual participation?

[Other?]

References:



17. Group Recruitment/Collective
Efficacy/Neighborhood Watch

Candidate Analytical Frameworks/Metrics/Actions

— Nectar-based networks
* Provide benefit to attract participation with incidental benefits to participants and/or third parties
— Network TV advertising model
— Retail banking model
— Internet advertising model
— “Catch 22” of social network value propositions
e Efficacy of solution depends on broad adoption AND
e Broad adoption is dependent on efficacy of solution
— E.g., Under what conditions would you migrate to a social network alternative with only 100 members?
— Standards for safety and risk reduction recruits populations

e E.g., Fast food chain restaurants (voluntary commercial standard franchise agreements (and purchasing and licensing
relationships) yield reliability of performance of socio-technical systems (cook + food + preparation protocols) at fast food
restaurants)

e E.g., Red light means stop (compelled standard yields reliability of performance of socio-technical systems (driver + car +
traffic light) for enhanced safety at highway crossings)
— Purpose recruits populations
e SETI, Fold-it (Protein folding library), Other.
e Awareness of different communities of interest based on geographic and non=geographic groupings.
— Convenience/Cost savings recruits populations
e eBayand Uber and AirBNB and. . .
e PCI-DSS for payment cards
* Etc.
— [Other?]
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18. Dual Use Issues/Weaponization

Challenges

Both “insight” and “intrusion” are simultaneous and opposing views on information arbitrage
gleaned from data that is applied to provide insight in security, IM and privacy contexts.

* Both are “accurate,” and the paradox of their opposition reveals the reality of information arbitrage
that makes it valuable

* Sustainable and reliable system and/or technology helps to measure and balance the opposing
positions
— it does not need to “eliminate” them in order to be effective

Are there potential “off-label” uses of the security, IM or privacy system and/or technology
that can cause harm?

* Intentional harm

* Accidental harm

* Unintended consequences of operation
Can the system and/or technology be “weaponized” (or “productized”) in ways that can harm
individuals, institutions, etc.?

e What measures can be take to prevent/mitigate the weaponization of the security, IM or privacy
system and/or technology?

[Other?]
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18. Dual Use Issues/Weaponization

Candidate Analytical Frameworks/Metrics/Actions

Consider analogy to other dual-use technology markets to discern potential frameworks for
managed use

* Explosives
— Nitrogen fertilizer
* Pharmaceuticals
* Firearms
* |nsurance

— Investment in insurance without “insurable interest” is basically gambling - there is public policy against taking
out life insurance on life of unrelated person

* Financial Derivatives (used for hedging (“good”) and speculative (potentially “bad”) purposes)
Consider framework of various mechanisms and constraints (e.g., economic, licensing,

training, normative, regulatory, P2P, supply chain liability, etc.) to reduce or eliminate
undesirable uses of the security, IM or Privacy system and/or technology

e Hybridize with Economic Incentives, Neighborhood Watch, Distributed Systems frameworks/metrics
[Other?]
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19. Socio-Technical Integration Issues

e Challenges

— Current online security, IM and privacy challenges can be interpreted as the early evidence of
the socio-technical hybridization (in intangible information embodiment) of people and
technology.

* Acreeping “singularity?”
— That hybridization provides capacities of system and/or technology to individuals and

institutions that are less-familiarly bounded, with the result that their utilization can cause
harms to the user of those technologies and others.

* Person with IM tech is like a baby with a handgun
— Can the system and/or technology adequately integrate human/institutional behavior with
system and/or technology performance to protect the user and others?
e Protection from intentional harms
* Protection from accidental/unintended harms

— How does the system and/or technology deal with the vagaries and variables associated with
human and institutional error, exercise of discretion, etc.?

— [Other?]
e References:



19. Socio-Technical Integration Issues

e Candidate Analytical Frameworks/Metrics/Actions
— To stabilize the system and/or technology portion of the sociotechnical
system, consider application of responsibility frameworks such as

e Asimov's rules for robots (yes, seriously!) for autonomous elements of IM or
privacy system.

* Derrida’s reversal of “winners” and “losers” in policy decisions
* Goal scoring exercises
— See “Al and autonomous systems" framework below.

e Consider application of same “3 rules” constraints to institutions that use
security, IM or privacy technologies

— To help stabilize the human/institutional portion of the sociotechnical
system consider application of other frameworks in various maps of
Atlas

— [Other?]
e References:



20. Exponential Data and Interaction Growth

e Challenges
— Data and Interaction “Firehose” problem
* Nature article: 28-32% compounded annual growth in global abilities to
collect, process and transfer data
— Data, interactions, and resulting information are growing exponentially
(from mathematical point of view)
o 5% order effect/amplification of Moore’s Law

* Interactions breed risks
 What are implications of exponential rates of growth in risks?

— How can the subject system and/or technology deal
with/measure/tame exponential rates of increase of data inputs and
the increased risk in interaction settings in which it is depended upon?

— [Other?]
e References:



20. Exponential Data and Interaction
Growth

Candidate Analytical Frameworks/Metrics/Actions

— System should promote and support foundations of governance in new and growing interaction normative
“blank space.”
* Exponential increase in interaction growth is perceived/measured as exponential increase in data, information, risk,
complexity, etc.
e Data, risk, complexity, etc. are artifacts of the fact of exponential increase in interactions
e Govern interactions, not artifacts of interactions.
— Plugin system inputs and outputs into the metrics flows that will support the following functions in
interaction “blank space”

— 4 step ladder of organic institution construction
e Collect practices library from stakeholders involved (directly and indirectly) in interactions
* Present practices library to stakeholders for consideration as best practices (this is rulemaking/legislative process)

e Support stakeholder group efforts to formalize, signal and enforce their voluntarily selected “best practices" as
enforceable standards (this is enforcement/judicial function)

e Support stakeholder group efforts to outsource operation of enforceable standards to separate entities (this is
operational/executive function)
— For all of the risks associated with the proposed technical system, check if the input and output metrics
support the building of governance.
— This governance-related activity will be driven by stakeholder self-interest, and the interdependency of the
systems (including the attainment of de-risking and leverage at scales that are not accessible unilaterally by
stakeholders provides the engine for the construction of these governance systems).

References:



21. New Metrics in Markets

Challenges

Market “macro” analysis affects perceptions of risk and trading behaviors of
individuals and institutions interacting in those markets

Information arbitrage markets (aka “Big Data”) is supplying metrics and
insights even before the questions are being asked

* See Science Magazine article on the inversion of the scientific method (data precedes
theory)

* Will it be impossible to avoid potential for re-identification of Pll in future systems?
— Compare to environmental bulk gene sequencing, other big data contexts
How does the subject system and/or technology deal with new and emerging
metrics, unexplained correlations, and new interactions as inputs to its
security, IM and privacy systems?

How does the system and/or technology deal with changes in metrics that
input into its operation?

[Other?]
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21. New Metrics in Markets

Candidate Analytical Frameworks/Metrics/Actions

Markets operate external to individual deployed technologies, and influence
their application in interactions.

Data and information rights markets that utilize security, IM and privacy
system and/or technology will encounter and will need to deal with market
pressures and influences (promoted by market metrics).

“What gets measured” in markets is “what gets done” in individual
interactions.

* This is the power of monetization, e.g., in market contexts.
How can the system and/or technology enable the production of additional or
alternative measurements to offset and/or inform the external market

measurements that can affect the achievement of stated security, IM and
privacy goals?

Consider re-identification challenges (inevitabilities?) of “Big Data” promoted
by market

[Other?]
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22. New Metrics in System Performance
Evaluation

e Challenges

— Beyond Market Metrics (Map 21), there are also new and
emerging metrics of system performance being developed by
governments (aka NSTIC/IDESG/EU), trade associations,
companies, and others to evaluate security, IM and privacy
technology system performance.

— Is the subject security, IM or privacy system and/or technology
conformant with one or more of such new sets of system
metrics?

— Does the system and/or technology offer new or additional
performance measurements that can establish and support
enhanced security, IM or privacy performance?

— [Other?]
e References:



22. New Metrics in System Performance
Evaluation

e Candidate Analytical Frameworks/Metrics/Actions

— What gets measured gets done. If the subject security, IM or privacy
system and/or technology offers new or additional metrics that are
viewed as correlated with improved security, IM and privacy
performance, the system and/or technology can provide a basis for a
new framework for evaluation of security, IM and privacy efficacy.

— Consider normative cross-references to existing standards (and their
corresponding metrics of performance against such standards) as
stabilizing elements to facilitate the deployment and adoption of new
candidate security, IM or privacy technologies.

* Consider tangential standards that can stabilize fast evolving areas with
normative scaffolding

— [Other?]
e References:



23. Death of Secrecy Challenge

e Challenges

— Secrecy died (or is at least in “intensive care”) because of:
e massive data system technical interoperability, and
e collective quest for individual insight, and
* desire for information advantage to gain leverage and lower interaction risks
— How can ldentity Management, Privacy, Information System integrity
be manifested and preserved in the absence of secrecy?
* Massive technical interoperability increases interaction volume exponentially
* Interactions breed risk of intentional or accidental release of information
— How can reliable and trustworthy security, IM and Privacy be

measurably delivered in distributed systems where the expense of
keeping secrets is increasing faster than the achievement of that goal?

* Hybridize with “Power law” Map
— [Other?]
e References:



23. Death of Secrecy Challenge

Candidate Analytical Frameworks/Metrics/Actions

Measurably-reliable Privacy and Identity Management goals can be met even given the
“death” of secrecy.

e Compare: Why don’t people steal each other’s patio furniture?

e Compare: Why do people stop at red lights?
Shared narrative of “rule of law” and sovereign authority projected onto governmental
organization (Rooted in Peace of Westphalia — 1648) enable self-binding by citizens and
commercial entities (the latter of which are formed pursuant to state (and rarely federal) laws)
to compulsory laws and regulations which function as standards of behavior that convert
duties from words into behaviors and practices, breathing life into the rights established by
those laws.

Consider the ways in which the security, IM and privacy metrics generated by use or operation
of the subject system and/or technology can result in a form of “democratized information” to
encourage populations of stakeholders to self-bind to a set of rules in furtherance of the
collective benefits.

e Vary “enforcement” strategies depending on nature of values/harms involved.
Consider “information arbitrage co-operative structure”

* Consider links to emerging online “reputation” systems as rules enforcement mechanism
See “Neighborhood Watch” Map
[Other?]
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24. Uncanny Valley

Challenges

There is a human resistance to certain Al and autonomous systems
that are “too human.”
* First described in visual terms, and later also in other “Creepiness factor”
interaction settings
For systems and/or technology to deliver effective security, IM and
privacy products and services (that relate to intrinsically human needs)
will require attention to the “uncanny valley” problem.

How does the subject system and/or technology address risks arising
in digitization of value and virtualization of risk in ways that will be
helpful and effective for human users?

Do models applied in the system and/or technology system adequately
fit the purpose of their application?

[Other?]
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24. Uncanny Valley

e Candidate Analytical Frameworks/Metrics/Actions
— Consider frameworks that make explicit the nature of socio-

technical systems
e Compare FTC regulation of “pirate advertising”
— FTC imposes “Notice” regime to alert users

— Develop frameworks to parse information decision making tree

to establish how security, IM or privacy system and/or
technology operates to enhance information channel integrity

and derive performance metrics that can be shared with user

* intent to bridge the uncanny valley
* Ease “existential” queasiness.

— [Other?]
e References:



25. Infinite Duplication

e Challenges

— Data can be infinitely duplicated and is non-rivalrous

e it can be used by multiple parties simultaneously or serially without
diminution of value.

— Except with respect to diminution by dilution of data’s “information” content

— Sometimes those uses by parties acting either intentionally with
malice (such as a hacker) or negligently (such as a careless

employee) are contrary to social, individual and system security,
IM and Privacy goals

— Does the system and/or technology appropriately address the
challenges of producing and maintaining multiple instances of
protected PIl, IM or privacy-sensitive data and information?

— [Other?]
e References:



25. Infinite Duplication

Candidate Analytical Frameworks/Metrics/Actions

—  Consider frameworks that evaluate the propensity of the system and/or technology to lend itself to operational-izing
the distinction between “data” and “information” consistent with Shannon’s quantitative theory of information

e Datais not information, but data+meaning=information.

—  When frameworks separate “data” from “information” it provides additional dimensionality into the technology
system, permitting different governance regimes for “data” versus “information”

* The former (“data”) potentially regarded as a “commons” (and subject to co-management like riparian rights,
fishing rights, etc.)

* the latter (“information”) based on a more familiar “property ownership” notion, consistent as manifested in IP
laws, with its enablement of serial value additions through licensing.

* Viewed as a “knowledge supply chain,” when a person is “informed” by bringing their “meaning” to data, they
bring value to that data by their regarding it.

* This simple distinction seems theoretical, but can help bring market mechanisms to service of security, IM and
Privacy system stabilization.

— Can enhanced incentives in “information” markets create “neighborhood watch” to help to resolve Privacy and IM
issues in “big data” markets, where infinite duplication is a risk driver?

— Consider approaches to “artificial rivalrousness” such as is applied in copyrights, patents, trademarks, certification
marks and trade secrets. (although “trade secret” law typically requires secrecy, and so is actually rivalrous).

— Compare
e Other commodity markets versus refined products
* Online advertising model of data “informing” multiple advertisers
* Compare IP enforcement that depends on private rights of action
— neighborhood watch of IP by “Property owners” of infinitely duplicate-able materials)
— [Other?]
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26. Re-identification Challenges

Challenges

— Systems and/or technologies that depend on data “de-
identification” as a strategy for information security, privacy and
integrity can be undone by subsequent re-identification of data.

* This calls into question the effectiveness of laws and rules that depend
on o)le—identification (such as HIPAA, state data breach notice statutes,
etc.

— They may do more for liability control for institutions than for protection of
data subjects

» They establish statutory “duty of care” that helps data handling
institutions to structure operations without regard to later re-
identification harms.

— Does the system and/or technology seek to deal with re-
identification issues, and if so, how?

— [Other?]
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26. Re-identification Challenges

e  Candidate Analytical Frameworks/Metrics/Actions

Consider whether notion of “re-identification” is a red herring.

Note potential difference of EU (Hegel) and US (Locke and Utilitarians) here.

e See OECD paper entitled “Personhood.”

* In EU data about a person is viewed as more closely associated with the person, whereas in the US, conformity with
statutory de-identification protocols (such as under HIPAA and GLB) effectively absolves transferors of de-identified data
from liability for subsequent re-identification activities.

If distinction is made between “data” and “information” (consistent with Shannon) then concept of “re-
identification” is recast as an independent conversion of such de-identified “data” into “information,”
subject to whatever self-regulatory regime is developed and followed by stakeholders for such “data” and
separately for such “information.”

The parsing of re-identification into a series of independent “identifications” enables allocation of
responsibility and liability under comparative negligence and contributory negligence statutes, and civil
intentional tort and criminal law regimes.

Into what data use settings can the subject system and/or technology be placed to provide the stakeholders
with activity reports and other system meta data that can help distinguish among multiple data
“identifications” by multiple parties, helping to parse responsibility for unauthorized data uses in re-
identification settings.

Consider court cases of de-certification of class action for failure to establish link of specific instance of lost
data and identity theft event), it is evidentiary prerequisite to link harmful use of information with specific
unauthorized data access.

* Are there frameworks in which the system and/or technology help to establish these links?

[Other?]
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27. Incidental Harms and
Unintended Consequences

e Challenges

— “Negative space” problem

* Does system and/or technology create new risk space for some parties while
addressing old risk for other parties?

— NIMBY-ing the lack of system integrity.

* Will enhanced security, IM or Privacy performance of a system using the
system and/or technology serve to move the problems of system integrity to
the interaction "risk space” of another stakeholder, and if so, with what
consequences to the other stakeholder?

— Example of NIMBY of system integrity is evidenced by fact that Insight
and intrusion are inversely proportional in IM and privacy systems

* since enhanced LOA requires more extensive identity checking and invokes
more intrusive authentication protocols (See NIST 800-63, etc.) and is
therefore potentially more intrusive on privacy rights (mostly pursuant to the
common law privacy concept of “intrusion on private affairs.”)

— [Other?]
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27. Incidental Harms and
Unintended Consequences

Candidate Analytical Frameworks/Metrics/Actions

— When an information technology or system reduces disorder in one stakeholder’s interaction “phase
space” it typically increases disorder in another phase space.

* Example is breaking the code of Nazis in WWII with Colossus computer

— Itis worth investigating whether this is an indication that Information “entropy” is preserved,
potentially revealing additional sources of useful system metrics

* Following VonNeumann and Shannon
— See MIT slides on “Entropy Accounting” based on thermodynamics laws

— consider if calculus of thermodynamics can help frame transfers of information harm
among parties.

— What are the new risks created by operation of the system and/or technology, and how can harm to
burdened parties be mitigated?

e Compare concept of dyads of “benefitted” and “burdened” by real estate easements.
 Compare legal concept of “nuisance” that prevents the “quiet use and enjoyment” of property.

— Can harms to Pl (such as reputation harms — aka libel and slander) be evaluated under
nuisance-type framework?

— [Other?]
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28. Supply Chain/Outsourcing Risk

e Challenges

— Networks, and the commercial and critical infrastructure that
depend upon them, represent increasingly extended data-to-
information “supply chains.”

— Supply chains are characterized by opacity regarding second and
higher order interactions above and below those engaged in by
a given party

e This is the source of the challenge of “Green washing” in certification
mark programs

— How dependent is the system and/or technology on inputs and
outputs being reliable, available, trustworthy, and stable in
supply chain contexts?

— [Other?]
e References:



28. Supply Chain/Outsourcing Risk

e Candidate Analytical Frameworks/Metrics/Actions

— Does the system and/or technology produce metrics or operate at a
sufficient scope in a given “supply chain” so that it is in a position to
supply data that can inform insight at multiple levels of supply chains
into supply chain performance against parameters?

— Consider frameworks that apply metrics that are referenced at
multiple levels of the supply chain to assure “neighborhood watch”
against measurement gaming.

e Periodicity of measurement and stakeholder access in decision making:

— Compare input strategies of “flow” versus “batch” processing concepts in chemical and
pharmaceutical manufacturing for framings of potential security, IM and privacy controls
for intangible data inputs in information systems

— [Other?]
e References:



29. Psychology

Challenges
— System reliability.
* Since human behavior (in their capacities as individuals and employees, etc.) in
systems and with technologies is variable based on myriad psychological
factors (which can influence and be influenced by online content in recursive

feedback and feed-forward loops), how can reliable security, IM and Privacy
technologies account for and mitigate risk based on these variables?

— Potential Harms.

» Security, IM and Privacy issues can affect psychological and existential triggers
in people causing temporary psychological conditions that may be inconsistent
with optimal socio-technical security, IM and privacy systems

— in extreme cases can possible neuroses and pathologies that can create new risks and
security concerns.

* What are the psychological risks associated with this system and/or
technology, and how can they be mitigated?

— [Other?]
References:



29. Psychology

e Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks of user behavior to account for potential cross
section of behaviors that may affect system performance associated
with psychological states of people for different roles in security, IM
and privacy system and/or technology deployments.

e In their individual capacity
* While filling a role or position for a company or another organization

— Consider frameworks to evaluate psychological state and/or profile of
users of the subject system and/or technology in real time

— Note: Human research standards and protocols

* |IRBs and other safety measures to protect subjects

— [Other?]
e References:
— Ref: DSM V



30. User Role Profiles

e Challenges

— Individuals interact with systems in multiple capacities and roles
(such as employees, consumers, data subjects, etc.).

— How does the system and/or technology accommodate and
facilitate parsing of the multiple roles engaged in by a single
individual user of the system

— How does the system and/or technology address potential
security, IM and Privacy issues that arise from ambiguities in
system use, permissioning, authorization, security and other
domains as a result of the multiple user role profiles to which a
given information technology and/or system is subjected?

— [Other?]
e References:



30. User Role Profiles

Candidate Analytical Frameworks/Metrics/Actions

Consider framework of analysis for BYOD challenges here
* employees bring personal devices to work

Consider whether alternative rights and responsibilities management
frameworks based on BYON (Bring your own network) might provide
mechanisms (in the form of network policies) to help establish and enforce
security, IM and privacy reliability that is superior to that available through
characterization of the problem as one of hardware (BYOD), rather than the
continually renewed service available through “networks” (BYON)

Consider frameworks based generally on “agency” law (and with reference to
the subcategory of “respondeat superior” applicable to employer/employee
relationships) to help separate an individuals interactions with information
systems.

* This is current practice, where TOUs invisibly characterize every user action on a website
—the terms control the character of the interaction for legal and economic rights-
management purposes.

[Other?]

References:



31. System and/or Technology
Niche Fitness

Challenges

Existing standards-laden environments

* Even the most innovative and paradigm-shifting technologies are introduced into existing
“real world” context and settings that are characterized by an existing
standardization/interoperability environment of both system and/or technology
infrastructure policy which dictates and forms user habits and expectations into which it
must integrate if it is to be broadly adopted.

What are the strategies for introduction of the new security, IM or privacy
system and/or technology that can maximize the benefit of the existing
contiguous system and/or technology and policy organization architecture and
operational landscape for maximum positive impact and mitigation of risks?

How can the new technology/system best “fit in?”

* Are there existing external metrics associated with existing “Tools and Rules” that can be
normatively cross referenced for initial risk metric stability for the new system and/or
technology?

[Other?]

References:



31. System and/or Technology
Niche Fitness

e Candidate Analytical Frameworks/Metrics/Actions

— Sources for normative cross reference of performance metrics can be
other existing technologies and/or existing policies/laws.

— Consider system and/or technology metrics that can be normatively
cross referenced as evidence of satisfaction of policy purposes, and
vice versa.

* E.g., Reference law for tech - when the operation of a specific system and/or
technology or tech architecture is recognized (by regulation, regulatory
authority, case law, etc.) to satisfy the legal “standard of care” associated with
a security, IM or privacy right such as standard of “de-identification” protocols
under HIPAA.

e E.g., Reference tech for law - under the Americans with Disabilities Act,

provision of certain assistance and access technologies is recognized to satisfy
legal requirements

— See also OSHA.
— [Other?]
e References:



32. Governance Assumptions

Challenges

The design requirements and operating parameters of all security, IM and
Privacy technologies anticipate a certain degree of organization and certain
level of coordination that might be collectively called “data governance.”

Deployed, networked security, IM or Privacy technologies rely upon certain

assumptions regarding “internal” system governance and “external” operating

environment governance

* E.g., Uber involves the coordination of various security, IM and privacy technologies

internally (ride matching, PCI-DSS, etc.) and external (livery regulations, user taxi habits,
etc.). See also eBay, Airbnb

Are the assumptions made in the system and/or technology deployment plan

regarding internal and external data rights governance realistic and

achievable?

* What are the other frameworks that can help to discern whether the governance
assumptions will hinder or promote adoption?

[Other?]

References:



32. Governance Assumptions

Candidate Analytical Frameworks/Metrics/Actions

For those security, IM and privacy technologies where the governance assumptions are not
made explicit, they can be gleaned from the affirmative statements about individual and
institutional behaviors presented in the specification or proposal.

* Look for use of words in proposal such as “must,” “shall,” “should,” etc. regarding the expected
behavior of stakeholder employees and representatives

* Consider whether there is existing incentive or penalty infrastructure present so that the positive
assertions about behaviors can be relied upon during operation of the security, IM or privacy system
and/or technology.

For internal governance testing, reference can be made to existing governance structures of
institutions into which the subject system and/or technology will be introduced.

* E.g., Consider variations among internal data and information governance environments of such
disparate entities as manufacturer, agribusiness, air force base, bank, software manufacturer, electrical
utility, etc.

For external governance testing, check first for applicable regulation that may establish
specific statutory duties of care regarding security, IM and privacy behaviors.

* Also reference contractual obligations established by trade associations, supply chain dominant
players, etc.

[Other?]

References:



33. Interfaces/Ul

Challenges

Security, IM and privacy technologies must typically be able to operate in situations
characterized by significant interaction complexity beyond the understanding of individual
humans

* Some of these humans are responsible for the operation of the system and/or technology (such as
employees at an RP or IDP)

* Some of these humans are affected by its operation (such as data subjects).

Security, IM and privacy systems utilize technologies the operation of which is “under the
hood” or “in a black box” and not available for scrutiny or understandable to individuals.

What are the strategies and mechanisms applied in the organization and/or operation of the
subject security, IM or privacy system and/or technology that enables humans (as users
and/or data subjects) to effectively, fairly, and safely interact with the system and/or
technology?

How can a system that is not understood by a human be safely used by a human?

e What are the mechanisms to help assure that result?
— Agency/fiduciary duties in design and operation?
— Guarantees?

[Other?]

References:



33. Interfaces/Ul

Candidate Analytical Frameworks/Metrics/Actions

Consider frameworks for training, instruction, education, warning, “informed consent,” etc.
pursuant to which human users are apprised of implications of using system and/or
technology prior to use.
e Compare aircraft, refrigerators, microwave ovens, mobile devices and other system and/or technology
that is safely used by humans without understanding the mechanisms of its operation
Consider “black box” approach to metrics based on historical performance where complexity
is too great for full explanation (and where unexpected system behaviors vis a vis a particular
user are non-linear), but performance experience is sufficiently reliable to support
explanation.
e Payment card system suffers an historical/structural 2-3% default rate and also constant fraud levels
which do not force abandonment of that sociotechnical system
Where security, IM or privacy system and/or technology is applied in dynamic interaction
setting, consider Ul frameworks and metrics that can be included in interaction decision trees
that accommodate issues such as:
e Safety (mobile phone use in cars)
* Convenience (one touch ordering)
* Attention courtesy (solicitation of single consent for multiple future uses of data)

— But note limitation on such “multi-use consent’ for deployments in the EU where such broad prior consent maybe
held to be a “derogation” of a fundamental human right.

[Other?]

References:



34. Privacy Legal Causes of Action —
Intrusion on Seclusion

Challenges

How might the subject system and/or technology help or hinder the accomplishment of protecting individual
“privacy” as defined under one or more of the four traditional torts of privacy under common law?

When a system and/or technology purports to address “privacy” issues, what particular definition of “privacy” is
applied?
e If no such distinction or assertion is made by proponents of the system and/or technology, what particular
harms are intended to be mitigated?

Is the applied “privacy” concept derived from recognized legal definitions of privacy rights and harms, or is it
proposed as a “new” privacy right that is not yet recognized under law?

* If so, what is the basis of the newly asserted right, and is it covered (in whole or part) by one or more of the
legally cognizable concepts of privacy?

* Does the system and/or technology confuse secrecy with privacy?

Does the system and/or technology affect the presence or absence of the elements of a cause of action for a given
privacy tort, thereby validly constituting a “privacy” system and/or technology from a legal perspective?
e The answer to this question may be relevant in evaluating the system and/or technology under applicable tests
for admissibility into evidence of data derived from the system and/or technology.
* Compare, Polygraph (“lie detectors”) continue to be inadmissible under the court rules of many jurisdictions for
failure to demonstrate relevance regarding truthfulness of statements.

[Other?]

References:



34. Privacy Legal Causes of Action —
Intrusion on Seclusion

Candidate Analytical Frameworks/Metrics/Actions

One of four traditional privacy rights is the “right of seclusion.”

* aka “the right to be left alone”

* Popularly referred to as “unauthorized surveillance,” “eavesdropping,” "Peeping Tom," “wiretapping,”

etc.

Consider framework that structures evaluation of subject system and/or technology’s ability to
measure, provide evidence of and/or improve one or more of the elements of a legal cause of
action (derived from the Restatement (Second) of Torts, or other authoritative resource), for a
breach of a duty to forbear from actions that don't respect others’ “right to be left alone” by
other persons and groups.
Does the system and/or technology stabilize or measure one or more of the following:

* Did the defendant, without authorization, intentionally invade the private affairs of the plaintiff?

* Would the invasion be offensive to a reasonable person?

* Were the matters that were intruded upon “private” matters? and

* Did the intrusion cause mental anguish or suffering to the plaintiff?

[Other?]

References:



35. Privacy Legal Causes of Action —
Publication of Private Facts

* Challenges

— How might the subject system and/or technology
help or hinder the accomplishment of protecting
individual “privacy” as defined under the
traditional tort of privacy under common law
called “Publication of Private Facts?”

— [Other?]
e References:



35. Privacy Legal Causes of Action —
Publication of Private Facts

e Candidate Analytical Frameworks/Metrics/Actions

— Does the system and/or technology provide measurement
and/or mitigate the presence of one or more of the elements of
a cause of action for “Publicity Given to Private Life”

e aka Publication of Private Facts

— The elements of this COA are:
* The revelation by one person of private facts about another person
* that are not of general public concern and

— the act of which releasing would be highly offensive to a
reasonable person

— [Other?]
e References:



36. Privacy Legal Causes of Action —
Defamation (Libel and Slander)

e Challenges
— How does the reviewed system and/or technology help or hinder accomplishment of legal
privacy right to be free from libel and slander (defamation) committed by third parties?
— Note (and consider framework for) related tort (civil cause of action based on individual harm)
of “false light,” which covers:
e Publication by the defendant about the plaintiff
* made with actual malice
* which places the plaintiff in a false light and
* which would be highly offensive to reasonable persons.
* Note that “truth” is not a defense to “false light” claim.
— Note also related tort in certain jurisdictions of “intentional infliction of emotional distress”

* Potential claim when the “truth” of statements is raised as a defense to libel and slander - since true
statements may still be actionable if uttered in contexts sufficient to constitute intentional infliction of
severe emotional distress (tort of "outrage") or invasion of right to privacy.

— [Other?]
e References:



36. Privacy Legal Causes of Action —
Defamation (Libel and Slander)

Candidate Analytical Frameworks/Metrics/Actions
— Consider framework structure to test whether the subject system and/or

technology helps to address, measure or normalize one or more of the
following causes of action for the privacy tort of “defamation” which is
established upon a showing of the following elements:

* Written publication (libel) or spoken assertion (slander) by defendant to a third person of

* Defendant's false and defamatory language of or concerning plaintiff

* That damages reputation of the plaintiff

* Due to fault on defendant's part

If and to the extent that the subject system and/or technology can provide
reliable measurement of one of the elements of this privacy tort (and/or other
legally cognizable and enforceable privacy actions), it can also provide a
monitoring function for security, IM and privacy system elements that can be
applied to generate trust in the system.

e Ul “dashboard” meter representing such absence of privacy violations can help generate
“Trust” in system, enhancing adoption.

— [Other?]
References:



37. Privacy Legal Causes of Action —
Misappropriation

e Challenges

— How does the subject system and/or technology help or hinder
accomplishment and/or realization of the legal privacy right to be free from
the harm of “misappropriation” committed by third parties?

— Note also related tort (civil cause of action based on individual harm) of
“conversion” (aka “theft”)

— Note that duty frameworks for evaluation of the efficacy of the system and/or
technology in preventing misappropriation privacy harms may also be based
on elements of various criminal violations (as opposed to civil causes of action
in tort) established under federal, state and local laws such as theft, trespass
(which is also a tort), computer fraud and abuse, etc.

— See “Privacy Legal causes of Action — Statutory Duties of Care” Map

— Does the system and/or technology help to provide measurements relevant to
determination of presence or absence of cause of action for misappropriation,
or otherwise help to prevent its occurrence?

— [Other?]
e References:



37. Privacy Legal Causes of Action —
Misappropriation

Candidate Analytical Frameworks/Metrics/Actions

— Elements of cause of action for misappropriation can provide framework for evaluation of the
ability of a system and/or technology to help prevent or mitigate privacy harm.

— Cause of Action for Misappropriation asks whether there was:

* use by defendant

* of plaintiff's picture or name

* for defendant's commercial advantage
* without plaintiff’s permission

— Does the subject system and/or technology enable or provide measurements, meta-data, or
other evidence of the presence or absence of one or more of the foregoing elements of a
cause of action for misappropriation?

— If subset of metrics can be provided on dashboard in real time, it can help to provide dynamic
feedback on reliability and consequent trustworthiness of system, viewed through the lens of
the tortious harm.

* Periodicity of meta-data metrics updates is dependent on frequency of interactions hosted by system.

— [Other?]
References:



38. Privacy Legal Causes of Action —
Statutory Duties of Care

Challenges

There are myriad statutes (and related regulations) in the US (39+ laws), states
(50+ laws) and internationally that purport to protect privacy.

* Many do so through mechanisms of data protection, rather than being harms based (like
the traditional torts).

e Under this approach, all data is treated as equally potentially sensitive.

What are the implications for the “harms gap” between established statutory
duties of care for data protection and emerging potential “harms” from
information misuses?

Do statutory duties of care in the privacy area protect regulated industries
more than they protect data subjects?

For example, HIPAA proscribes the release of ALL healthcare data (as defined),
without regard to diagnosis, subject, etc.

— Compare tort of defamation under common law which relieved plaintiff of showing of scienter
(bad intention) by defendant only in cases of false assertions of infections by venereal disease,
but not other health conditions.

[Other?]

References:



38. Privacy Legal Causes of Action —
Statutory Duties of Care

Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks for evaluating privacy fitness of examined system and/or technology
based on various relevant statutory authorities

* Ref: Privacy Harms Correlator Tool prepared by Scott David in work with ABA and WEF.

— Note that existing statutes typically lag behind technology and do not protect against new and
emerging harms.
* Asaresult, compliance with their terms may do more to limit the liability of data handlers and users
(who can align their behaviors with the requirements of the anachronistic laws) than to limit the

emerging harms to data subjects (who are left without a venue for the assertion of emerging privacy
harms that are not yet legally cognizable.

— Ref: Compare and apply multiple “negative spaces” of statutory protection described in “Non-
Legality in International Law — Unruly Law” by Fleur Johns (Cambridge, 2013).
* Considers distinctions between and among:
— extra-legal
— illegal
— prelegal
— post legal
— otherwise non-legal

* Issues and harms and relationship to “legal” definitions of harms.
— [Other?]

References:



39. Information Channel Integrity
(Beyond Data Channel Integrity)

 Challenges

— IM expectations are based on definition of “Identity.”

— One definition of personal identity (a “social theory” of identity) might characterize it as being entirely an emergent
phenomenon of the lifetime accumulation of feedback loops (sculpted by the narratives of culture, education,
context, experience, etc.) of individual expression (action) and perception (re-action).

e This perspective would suggest that there is no such thing as feral identity — rather it is entirely a social
phenomenon.

— Consistent with this view, “Identity” has at least two aspects for each person — the data subject’s view of their identity
(self identity) AND a separate (but related) third party’s view of the data subjects identity (social identity or
reputation).

* There are 4 identities in operation in any dyadic social interaction (2 internal and 2 external)

* Degree of integration of individual external and internal “identities” of a party is relevant in structuring reward
and penalty systems, self actualization recruitment strategies, consumer expectations and a host of other
adoption-affecting phenomenon associated with security, IM and privacy systems.

* Emerging “social theory of identity” brings forward work of Erving Goffman, Julian Jaynes, Douglas Hofstadter,
Hegel and others and work in so-called “mirror neurons” in considering strategies for recruitment of internal
sense of self in system and/or technology deployments

— Integration of internal and external identity can be fostered if data subject is provided with ability to monitor and
affect degree of channel integrity of input (perception) and output (communication) channels relevant to their
communications.

—  All current common law and statutory and other FIPPs-based privacy approaches are based upon efforts to increase
the reliable and predictable integrity of individual perceptual and expressive communication channels.

* All 4 privacy torts and all statutory data protection approaches can be described as seeking to “harden”
individual communication channels in different contexts.

— How can the reviewed system and/or technology help or hinder accomplishment of Channel Integrity?



39. Information Channel Integrity
(Beyond Data Channel Integrity)

Candidate Analytical Frameworks/Metrics/Actions

If and to the extent that the social theory of identity is efficacious in a given context (which remains a
conjecture), does the system and/or technology offer insight and/or measurement into the integrity of
individual data subject expression (output) or perception (input) that can help to provide coherent
“identity” signal for consumption by individuals and third parties that are useful to help solve the challenges
of security, IM and privacy.

¢ Note that LOA structure of OMB 04-04 and 800-63 can be seen as stabilizing the “expressive” channel associated with

assertions of individual identity

Where “identity” is gainfully viewed as emergent (in whole or part) from input and output channel integrity,
the hard problems of identity management become more manageable (and measurable) problems of
monitoring and hardening communication channels of expression and perception.

» Suggests that first amendment (freedom of expression (out) and access to information (in)) rather than 4th amendment

(limitation on admissibility of evidence derived intrusively) may be appropriate constitutional provision for framework of
individual information privacy

e Ability of organization to promise and deliver consistent channel integrity will permit that organization to be trusted with
identity, and will invite that institution to compose a narrative for existential protection of digital identity. Will that be a
commercial narrative? A governmental narrative? A stakeholder-derived self-regulatory narrative? Will the default
existential narrative be composed with intention or as an incident to system function? This latter question is a source of
some of the neuroses associated with emerging autonomous and Al systems, which are related to security, IM and
privacy issues.

* Shannon entropy can be used to help measure channel integrity under his “quantitative theory of information” (which
examined how much information can be pushed through a given channel)

It is easier and more effective to address emergent phenomenon by addressing the underlying drivers of the

phenomenon.
— Does the reviewed system and/or technology treat the disease (therapeutic), or merely the symptoms (palliative).



40. Risk Appetite/Entrepreneurial Risk

e Challenges

— Assumption of Risk.

* Different individuals and organizations have different appetites for risk in their
interactions and express those in their actions.

— Not everyone chooses to skydive.
— Risky Behaviors.

» Different individuals and organizations can be perceived by others as engaging in more
risky behaviors.

* Note biological causes can be tested for - Toxoplasmosis
— Some organization business models are based on certain set of risk

assumptions, upon which reliance has been placed and planning (insurance,
swaps, safety etc.) and investments have been made.

— How will the system and/or technology affect and/or help measure these
individual and organizational risk appetites, expressions and perceptions when
manifested in security, IM and privacy contexts?

— [Other?]
e References:



40. Risk Appetite/Entrepreneurial Risk

Candidate Analytical Frameworks/Metrics/Actions

Engagement by individuals and organizations with risk, and the perception of such entities risk appetite, is
multifaceted, and varies from one type of risk to another.

e Useful frameworks should specify type of risk involved, and clarify limits
risk-taking in one domain is frequently perceived to suggest risk-taking in other areas

Does the system and/or technology consume or account for risk metrics from external sources (such as
when credit reports are used for hiring decisions, etc.)

In what aspect of risk engagement business strategy is the system and/or technology designed to be
deployed, and what are the policy components necessary to succeed in that deployment. Examples of risk
engagement strategies of organizations include:
e Risk Mapping
— Situational awareness (e.g., data visualization) needs incentive to drive data inputs from stakeholders
» E.g., Traffic reports capturing 50% of drivers are useless.
e Risk Mitigation
— ISP TOUs regarding intermediary liability
— Standards (PCI-DSS for payment cards shirt risk to edge of system where greatest interaction density)
e Risk Mining
— Insurance (turns risk into entrepreneurial risk that can share benefits with stakeholders who invest in premiums for possible
payout on loss event. Compare insurance and gambling ROl propositions).

—  Practice of law (profession would not exist if not for risk)
* Risk Monetization

— Arbitrage

— Short selling markets

—  Credit default Swaps markets



41. Provisional/Edge Governance

Challenges

All organizations have an operating “edge”
* Not a physical edge, but an “umbra” and “penumbra” of control

e E.g., General Motors has tens-of-thousands of subcontractors — Where is the “edge” of GM?
—  What are the relevant “gradients” of governance from the board room to the outer edge of a company?

—  What are the nature of the measurements of data/information/identity governance gradients that can help provide insight and “contro
and privacy-relevant governance decisions by an organization?

— Inside system edge (e.g., a company with a single business location),
—risk is lower and control/leverage is higher
—  Outside of system edge. . ..
e Measurements fail
*  Controls diminish
* Leverage weakens
e Governance fades
* Dependency grows
* Riskincreases
—  How can the reviewed system and/or technology help to address the governance challenges at the “edges” of a system.
—  How should the “edge” of the system be defined in the context of security, IM and Privacy concerns:
e Technical edge
*  Business edge
*  Legal/responsibility/liability edge
e Physical edge (hardware “ownership?”)
e Other?

What is impact of outsourcing/cloud sourcing on deriving and applying metrics of gradients?

"

of security, IM



41. Provisional/Edge Governance

Candidate Analytical Frameworks/Metrics/Actions

Information supply chains in massively interoperable and distributed information networks are becoming
exponentially more complex and extended — and opaque. We have moved well beyond the just-in-time
inventory innovations of the last century to an expanding “too big to fail” organizational symbiosis of
outsourcing and cloud sourcing, across multiple domains (that can sometimes be confused for parasitism!).

In the massively interoperable ICT space, that “strange attractor” of scaled systems(in biology called “Cope’s
Rule”- Organisms tend to get bigger), provides an irresistible pull on existing companies and governments to
cede an increasing portion of their essential business functions to third party networks.

» Brexit is an example of a reluctant governance symbiont
Companies and governments outsource many essential functions to third party networks:
» Shipping, Advertising, Payroll, Accounting, Data Processing, Etc.

When these functions are “outsourced” they are no longer unique qualities of given organization. They are
generic.

» What is left at the “core” of the business or governmental organization that cannot be outsourced or
cloud sourced to generic third party networks?

Risk at edges of any organization forces process and product innovation

At edge, normal operations migrate to “Provisional Governance” (see REF) such as:

— Standards Development
» define actions and systems and seek normalization
— Harms and Risk Management

» focus on harms and risk itself because they are “known” quantities even if causation not yet
established at system edge

— Performance Measurement

» Provides feedback for whether provisional governance is “fit for purpose” in addressing risk and
as candidate for permanent governance through policy standards

— Clarifying Interests
» define relative rights (through property constructs or co-regulation structures)

— How well suited is given system and/or technology to serve needs of governance in “provisional governance” setting?

REF: “Governing Failure,” by Jacqueline Best (Cambridge, 2014)(Review of IMF and World Bank through
“Provisional Governance” lens above.



42. Institutional Collision
(Risk Commons/Zero-Sum Setting)

Challenges

— In addition to challenges of “provisional” governance at the edge of organizations (that are in the process of being
absorbed (aka “dis-intermediated”) by serial delegations of function to outside organizations), there are additional
P2P collisions that take place among the group of unfortunate organizations (commercial, governmental, etc.) that are
in the process of being dis-intermediated by massively interoperable information networks.

* security, IM and privacy issues arise where institutional organization is changing

What happens to security, IM and Privacy when organizations encounter new competitive surroundings without inter-
governance

Surroundings include:
— New competitors (including new cybersecurity adversaries for governments, etc.)
— New sectors (an exposed cybersecurity, privacy flank)
— New jurisdictions (new types of interactions)
— New market demand
Surroundings introduce:
—  New risks
— New costs
— New resource demands
— New strains on internal operations

What are the ways in which the reviewed system and/or technology helps to address issues of institutional collision resulting
from conflicts associated with shared use of information infrastructure?

Does the system and/or technology provide performance metrics or other meta-data that can help to establish premium
setting or claims policy for cybersecurity insurance among peer ICT participants?



42. Institutional Collision
(Risk Commons/Zero-Sum Setting)

Candidate Analytical Frameworks/Metrics/Actions

Outsourcing of functions to third party networks is done pursuant to standard
contracts and policies

* TOUs, TOSs, Master Service Agreements, Standard shipping agreements, etc.

Standard contract terms offer vehicle for normalizing duties among P2P
relationships.

Shared challenges of disintermediation can lead to cooperation among
competitors to address shared risks

* Trade associations

* Selling cooperatives

* Buying cooperatives
In what ways does the candidate system and/or technology help to measure
or address the shared security, IM and Privacy challenges of peer
organizations that are in the process of being dis-intermediated and occupy a
shared “risk commons.”

Insurance is an example of mechanisms for pooling of risk
[Other?]

References:



43. Power Law Policy

* Challenges

— There are risks that result from applying Gaussian
(normal) distribution analytics for complex
systems that display non-linear behaviors

— How does this system and/or technology help to
or lend itself to integration into multi-institutional
settings to enable power law policy approaches?

— Related to “Scaling” Map
— [Other?]
e References:



43. Power Law Policy

Candidate Analytical Frameworks/Metrics/Actions

— Consider use of fractal/power law distributions of behaviors of complex sociotechnical
security, IM and Privacy systems (rather than normal distributions) to help inform security, IM
and privacy policy and system and/or technology deployment strategies

* Financial markets “outlying events” could be normalized with change in model from Gaussian
distributions of events to power law distributions
— the problem is that they are not sufficiently predictive for current market configurations

* see “insurance” reference below for alternative risk spreading strategy based on shared, rather than
proprietary, risk arbitrage

— What happens to the “prisoner’s dilemma” in game theory when the prisoners know the same information as the
guards?

— Bigger tails in power law curves, but how fund mitigation of remote risks?
* Do we need “GAVI Fund” for orphaned cyber security, IM and Privacy risks
* Isinsurance/pooled risk a better approach to deal with unknown unknowns?
— “Risk Commons” approach - Drive toward cooperative structures to resource remote security,
IM and Privacy structures.
e Standards
e Sectorial —insurance, neighborhood watch
e CERT
— If Power Law Policy approaches are found to be efficacious for security, IM and Privacy, in
what ways does the system and/or technology support such policies?

* E.g., block chain based ledgers can help preserve mutual promises on which insurance and self-
insurance undertakings are based.



44. Philosophical Assumptions

Challenges

The laws of a country/region reflect the values, beliefs, customs and norms of a population.

In all cases, those laws reflect and reinforce those populations’ behaviors and beliefs, even if they were first
made effective in different historical contexts and economic and political circumstances.
* Laws are an historical/anthropological record of a country’s norms and beliefs

The sources of such cultural norms, etc. are complex, but examination of the roots of those norms can be
helpful in understanding and anticipating future policy decisions made by representatives of that
population.

Where individuals or organizations come into contact with one another across national or regional
boundaries, those political borders can act as surrogates for corresponding philosophical boundaries that,
among other things, affect how a given population views the relationship of the individual and the group —
existential issues bound up in IM and Privacy system and/or technology deployments
» US/EU “Safe Harbor” and “Privacy Shield” are efforts to bridge philosophical divide on data that can be used to create PI.
e GDPR represents a unilateral imposition of FIPPs rules on affected interactions (FIPPs rules are consistent with Hegelian
and Kantian philosophy that informs EU continental law. Query whether GDPR is consistent with Locke and Utilitarian
notions deployed in US?
How does system and/or technology address or anticipate regional differences in philosophy/law that affect
security, IM and Privacy?
e Ifit does not, how will that constrain its impact (See “Scope” and “Scale” Maps).

[Other?]

References:



44. Philosophical Assumptions

e Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks that make explicit differences in fundamental
notions of personhood to help inform information sharing
architectures that can better anticipate the real-world operating
landscape for ICT.

e Ref: OECD Paper entitled “Personhood,” 2009.

— EU policy on personal data is informed by Hegel, while Locke informs US and
Commonwealth policy.

* Consider philosophical “arbitrage” opportunities associated with differentials
— Like venue shopping in tax planning for IP
— Consider inconsistent laws through lens of varying notions of
relationship of individual and group (company, government, etc.), and
ask whether given system and/or technology can help bridge the gap

— [Other?]
e References:

— Ref: “Custom as a Source of Law,” by David Bederman (Cambridge,
2010).



45. Treaties and Trade Agreements

 Challenges

— What assumptions are made about operation and use of
the reviewed system and/or technology in international
markets, and about regulatory considerations in cross
border deployments of the system and/or technology?

— Is the system and/or technology “fit for function” in
multiple markets?

* |f not, are there treaties or trade agreements that can help to

identify bridges across jurisdictions and markets across which the
system and/or technology might be deployed?

— [Other?]
e References:



45. Treaties and Trade Agreements

e Candidate Analytical Frameworks/Metrics/Actions

— Treaties and trade agreements are a potential source of scaffolding for
building security, IM and privacy frameworks across national borders.

* They establish “interoperable” policies across jurisdictions that can support related
international expansions.

— In analyzing system and/or technology fitness for deployment and
international scale function, consider both specific security, IM and privacy
provisions of existing treaties and overall structure of treaties that depend on
evaluation and sharing of data about people and/or related intangibles

* Global health treaties

* Tax treaties
— Note that income tax treaties “source” income differently depending on how it is derived (e.g.,
dependent services, independent services, property, etc.).

— Query whether tech system under review creates “nexus” and/or “permanent establishment”
for tax treaty purposes?

e |P treaties
— [Other?]
e References:



46. Industry Standard Contracts

Challenges

Does the subject system and/or technology depend upon the terms of existing industry
standard contracts and duties (private regulatory construct).

* HIPAA and GLB drive toward standardization in the terms of data handling in their respective
industries
Are the terms of such standard agreements sufficiently similar across industries and sectors so
that the subject system and/or technology will enjoy adoption across sectors?

Does (or can) the system and/or technology establish/enable system metrics that can support
objective allocations of responsibility for system performance and liability constructions (such
as safe harbors, hold-harmless, indemnities, insurance, etc.) based on performance against
standardized duties established by one or more of:

* Government legislation/regulation

* Government regulatory standard that normatively cross references a self regulatory standard

e Stakeholder self-regulatory standard

e Multilateral contractual standard duty (such as mutual hold harmless term)

[Other?]

References:



46. Industry Standard Contracts

Candidate Analytical Frameworks/Metrics/Actions

Where a security, IM or Privacy system and/or technology is developed for
deployment in a given sector (particularly a regulated sector such as
healthcare, financial services, education, etc.) it may also be helpful in another
sector if the industry standard contracts in that other sector are sufficiently
similar to invite inter-sector function.

* E.g., Consider health insurance at the intersection of GLB and HIPAA?

Where sectorial forms of agreement are silent on a particular issue, it provides
the opportunity for the development of new forms of agreement that can be
standard across industries

* New cloud service contracts are uniform across sectors, etc.

Does the system and/or technology generate new metrics or insights that
could form the basis for the establishment of standard legal terms (and/or
legal duties) that could operate across the security, IM and privacy systems of
organizations operating in multiple sectors?

[Other?]

References:



47. Policy Interoperability

 Challenges

— Is the policy (privacy policy, TOU, license to tech, etc.)
associated with the subject system and/or technology
of a form and type that can work well with other:

e industry standard policies

e regulations (which are de facto policies)
o existing supply chain standard contracts
* insurance requirements

e securities law standards?

— [Other?]
e References:



47. Policy Interoperability

e Candidate Analytical Frameworks/Metrics/Actions

— Frameworks of policy interoperability can facilitate rapid adoption of
technologies that might otherwise be delayed as local/sectoral laws
are reviewed and evaluated for application to the new system and/or
technology

* E.g., Many communities do not permit Uber or Airbnb to operate (under local
licensing laws, employment laws, etc.), even though the infrastructure of the
business is just a contract and a user interface.

— Frameworks of policy interoperability can help make risk analysis more
granular by unpacking the specific legal risks of a system and/or
technology, and separating the unique risks from time-tested risks

» Boilerplate provisions, and their respective risks, can follow traditional

patterns even when applied to new system and/or technology, reducing risk of
liability, failed performance, etc.

— E.g., use standard notice provisions, bankruptcy provisions, change of law provisions, etc.

— [Other?]
e References:



48. Public Company Disclosure Requirements

Challenges

— For companies that are subject to mandatory reporting obligations, how can the subject
security, IM or Privacy system and/or technology help or hinder the satisfactory
accomplishment of those obligations?

* SOX
* SEC
* OSHA
* ADA

— Distributed transparency. Will the operation of the security, IM or privacy system and/or
technology produce and/or reveal information outside of the control of the reporting
company that must then also be taken into account and/or disclosed in public filings of public
companies.

* Will distributed security, IM and privacy architectures undermine efforts and expectations of
traditional businesses to be able to “control” information

— How might the operation of the system and/or technology affect accounting conventions:

» Setting levels of reserves against risks
* GAAP for digital data assets

e Valuation of “customer lists”

* Amortization of security, IM costs

— [Other?]
References:



48. Public Company Disclosure Requirements

e Candidate Analytical Frameworks/Metrics/Actions

— Frameworks based on certain mandated data flows associated
with compelled disclosure can help to inform design,
development and deployment of security, IM and Privacy
technologies

— Compare the standardization of state data breach notice letters
that quickly occurred to reduce costs of data breach response
across industries, and the relationship of those responses to
other disclosures

— Consider both governmentally compelled disclosure obligations
(SOX, SEC, etc.) and privately adopted obligations (PCI-DSS,
certification mark programs, etc.)

— [Other?]
e References:



49. FOIA and Sunshine Laws

 Challenges

— For governments agencies using the proposed system
and/or technology for security, IM and privacy, how
will it affect their operations and their disclosure
obligations?

e Will the system and/or technology produce meta-data

and/or reports that will be subject to mandatory or
requested disclosure?

 What will be the effect on operations and government
decision making given the presence of the new meta-data,
etc.?

— [Other?]
e References:



49. FOIA and Sunshine Laws

e Candidate Analytical Frameworks/Metrics/Actions

— Existing FOIA and Sunshine laws can provide helpful frameworks
for the analysis of the settings in which the operation of the
subject security, IM or Privacy system and/or technology could
result in new or different reporting obligations of governmental
entities.

— Massive distribution of information systems reduces control of
information for every organization, including governments,
making information available beyond control of organization.

* Frameworks of system and/or technology analysis should include
consideration of effect of FOIA and/or inadvertent disclosure of

“honey pots” of security, IM and privacy related information created
by operation of the system and/or technology

— [Other?]
e References:



50. Evidentiary Rules

Challenges

Does the subject security, IM or privacy system and/or technology produce
new or additional metrics and/or metadata, and what are the implications
from the perspective of formal evidence rules?

For block chain-based architectures, what are the elements of the system
performance metrics that will be affected by enhanced block chain evidentiary
reliability (when and as such qualities are established)?

What are security, IM and privacy system elements that are NOT enhanced by
block chain, and how does that affect system performance?

* Does the answer vary with different contexts (e.g., under different laws, etc.)
How does the output of the subject system and/or technology align with the
Federal Rules of evidence?

* What are its implications for discovery in civil and criminal cases?
What are fourth amendment implications of deployment of the tech?

* Consider data equivalent of thermal scan as “plain view?” Administrative search? Other
exceptions to warrant requirement.

[Other?]

References:



50. Evidentiary Rules

e Candidate Analytical
Frameworks/Metrics/Actions

— Consider frameworks that recognize and help unpack
the relationship of meta-data, evidence rules, and
legal liability.

— Introduce frameworks that draw in inquiry toward
consideration of issues of prohibition against self
incrimination under the 51" Amendment.

e Better to anticipate that issue than to react to it.

— [Other?]
e References:



51. IP Review

Challenges

— Data and information (including that subset of data and information that is associated with the
operation of security, IM and privacy-related system and/or technology) is NOT itself
protected by copyright, patent, or trademark laws.

* Trade secret protection, the fourth category of IP, has a closer relationship with data and information
traditionally applied in security, IM or privacy settings, as a consequence of their co-dependence on
secrecy.

— See “Death of Secrecy” Map.

— Itis recognized that aspects of a subject system and/or technology may be dependent upon “secrecy” (such as
public key encryption, etc.), and that a subset of that secret information may qualify for “trade secret” protection
under relevant state law. In those cases, where “trade secret” protection is part of the value proposition of a
system and/or technology business, relevant state laws should be consulted to confirm that such protection will
be available in accordance with expectations.

» These issues may become more challenging as distributed information systems give rise to distributed
governance which gives rise to such shared infrastructure as distributed ledgers (block chain), distributed
warehouse functions for distributed inventory (e.g., eBay,™ Amazon™), distributed fleet management
(Uber™), infrastructure management (Airbnb), and their corresponding IM and Privacy issues.

— In the absence of IP protection, does the system and/or technology make correct assumptions
about copyright, patent, TM and trade secret protection for its operation that are consistent
with desired deployment?

* Will the system and/or technology get shut down in the “patent thicket?”

— Will the broad adoption of the system and/or technology lead to “natural monopoly” in the
networks IP infrastructure that will affect security goals?

— What are open source (copyright) or open standard elements that could aid in adoption?

— Does operation of the system and/or technology undermine or “abuse” IP rights?



51. IP Review

Candidate Analytical Frameworks/Metrics/Actions

To facilitate broad adoption consistent with IP rights, frameworks of IP issues should be applied to test the IP
operating assumptions of the subject security, IM or privacy system and/or technology.

What are copyright assumptions and implications of the subject system and/or technology?
* |s “open source” licensing of copyrightable elements of the system helpful to achieving broad adoption?

* Will there be restrictions on copyright licensing that will undermine technical interoperability of the system,
hampering security, IM and privacy goals.

— Compare issue of “portability” of social graph across multiple social networks
What are patent assumptions and implications of deployment of the system and/or technology?

* Will deployments of the security, IM or Privacy system and/or technology involve interaction with other
patented technologies? If so, will there be the potential for infringement of patent rights?

* Is the security, IM or Privacy system and/or technology a compelling candidate around which to gather a
standard setting effort with the consequent production of standard specification and the cross licensing of
“Necessary Claims” of Patent right.

What are trademark assumptions and implications of deployment of the system and/or technology?
* Will deployments of the security, IM require TM license associated with inputs of products and services?

* Will the security, IM or privacy system and/or technology benefit from a Certification Mark program for system
users to be able to identify its conformity to third party standards of security, IM or Privacy.

What are trade secret assumptions and implications of deployment of the system and/or technology?

* |If trade secret protection is relied upon to protect the information entropy of security, IM or Private data, laws
of relevant jurisdictions should be consulted to affirm needed protection.

[Other?]

References:



52. Anti-Trust and Competition Laws

e Challenges

— Successful security, IM and Privacy systems that are deployed on
distributed networks, such as the Internet, require coordination at
various levels among multiple parties to be successful.

e Certain types of coordination among competitors is prohibited under relevant
anti-trust (US) and competition law (EU) and other relevant laws.
— Will the subject security, IM or Privacy system and/or technology
require (or foster) the exchange of information among competitors in
a manner that is inconsistent with anti-trust and competition laws?
— [Other?]

e References:

— “Standardization Under EU Competition Rules and US Antitrust Laws —

The Rise and Limits of Self-Regulation, by Lundqvist, Elgar Publishing,
2014

— See ref: Monopsony in Law and Economics



52. Anti-Trust and Competition Laws

Candidate Analytical Frameworks/Metrics/Actions

— Anti-trust laws establish criteria for a number of “safe harbors,” as well as a variety of “per-se”
violations, that help to bound and clarify the types of behaviors in which competitors can
engage together.

* Frameworks for security, IM and Privacy network policy should include clarifying statement describing
proscribed and expected behaviors of participants in the network
— Samples of language can be gleaned from documents of technical standard setting organization (SSOs)

— Consider how the system and/or technology (and its optimal network structures) will effect
and affect market structures tending toward both Monopoly (single provider) and Monopsony
(single consumer) situations.

— Review and consider structures and competition law issues in other third-party service and
intangibles networks

* Shipping

* Payroll services

e Advertising

* Cloud services

* Federated identity

* Consumer finance/payment cards

— [Other?]
References:



53. Constitutional Implications

e Challenges

— The US Constitution establishes standards for various elements
of interactions between the US Government, the States and
their citizens

e Other jurisdictions have similar foundational documents

* Many of these interactions are related (directly or indirectly) to
security, IM and privacy concerns.

— Does the subject system and/or technology invoke potential
constitutional concerns if deployed by (or on behalf of) a
governmental entity?

* What about when deployed by a commercial entity that maintains
data later made available to a government entity?

— [Other?]
e References:
— See Atlas entries for various specific constitutional provisions



53. Constitutional Implications

e Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks for analysis under constitutional provisions potentially
relevant to security, IM and Privacy technologies:

— U.S. Examples include (but are not limited to)

* First amendment
— free association, access to information, freedom of expression, prior restraint?
* Fourth amendment
— Does application of 4t amendment jurisprudence provide a floor or a ceiling for security, IM
and Privacy rights?
— Can it really be considered as aspirational, given its intended role as a evidentiary rule?
* Equal protection
* Due Process (5" and 14t amendment)

e Self incrimination
— See constitutional documents in other countries
— [Other?]
e References:
— See specific Atlas entries for detailed treatment of US constitutional rights



54. Regulatory Capture 2.0

Challenges

— Was the subject security, IM or privacy system and/or technology generated to operate within a
particular industry sector (e.g., banking, Telco, healthcare, military), where the assumptions are
different than in other contexts?

e Will that legacy cause scaling and/or operations problems on deployments in other sectors

—  Will the successful deployment of the system and/or technology result in a creation of de facto
standards of behavior for stakeholders and participants, that will constitute a form of “self-regulatory
capture” (aka “natural monopoly” — where single provider makes sense)

* Compare a water utility or a subway system in a city and where regulation replaces competition
as the anti-monopolistic strategy

— Note challenges of cross-border sovereign “regulation”

e What are the implications of such “self regulatory” capture where the consequent rules and
policies guiding use of the security, IM and privacy system and/or technology have social,
cultural and political implications?

— What are the distributed governance mechanisms that can be brought into service of
distributed value of networks?

» Consider various forms of reputation systems
e See Credit Union and “Micro-lending” with P2P bankers
* See other “neighborhood watch” type systems

e Consider market-based structure (e.g., using spreads in credit-default
markets as less conflict-prone replacement for “rating agencies?)

— [Other?]
References:



54. Regulatory Capture 2.0

Candidate Analytical Frameworks/Metrics/Actions

— Scale, scope and regulatory issues are in flux in security, IM and privacy analysis because increases in the
global ability to collect, process and transfer data, and global information network interoperability outpaces
regulatory efforts of government, and even self-regulation of trade associations.

— Recognize regulatory gaps for new security, IM and Privacy technologies as opportunities to consider
frameworks that map the regulatory landscape for a given security, IM or privacy system and/or technology
to include several sources:

* Government regulation
e Existing industry self-regulation
e Potential system and/or technology-based self regulation
— Involvement of stakeholders in self regulation
— Selling cooperative or buying cooperative models for information arbitrage
— REF: “The Five Stages of Self Regulation” Ronit and Porter
* Regulation, like nature, abhors a vacuum. Stakeholder self regulation can fill the gap.
e |Institution is artifact of process to formalize the relationships that take place in the gaps
— See “General Theory of Institutional Change” by Shiping Tang (in bibliography).

— [Other?]

References:
— See “General Theory of Institutional Change” by Shiping Tang (in bibliography).
— REF: “The Five Stages of Self Regulation” Ronit and Porter



55. Compliance Gaps

Challenges

Does the technology/system lend itself to compliance audit, and other
mechanisms to test performance against specifications?

How is the subject security, IM or privacy system and/or technology designed
to enhance conformity to performance parameters set for the system and/or
technology by humans and institutions that depend upon it?

What risks are created through the use of the system and/or technology in
ways that are not measured by the system and/or technology?

— What gets measured gets done, but the mischief (of intentional, negligent, and unanticipated
harms) occurs in the unmeasured dimensions of system performance.

» Example of lack of temperature sensors in battery compartments on aircraft
Does the system/technology provide opportunities for measurement of
behavior and interactions of humans and institutions regarding their
performance under trust framework rules and policies (as well as those of
“background law”)

[Other?]

References



55. Compliance Gaps

Candidate Analytical Frameworks/Metrics/Actions

— Consider frameworks that address potential compliance issues (of
humans and institutions) at level of granularity appropriate to a given
element of the security, IM or privacy system and/or technology.

— Consider continuous process approach to stakeholder engagement to
dynamically address gaps
e Create guidance to fill rules gaps
— Instructions, training, checklists
— Craft frameworks of incentives (and penalties where appropriate) to
support behaviors that can coax discretionary decisions to support the
“spirit” of the regulation of other compliance source.

— [Other?]
References



56. Conflict Resolution

e Challenges

— All interaction systems experience some degree of conflict at multiple
and varying levels among participants in the course of their operation.

 What is the nature of the conflicts that might arise from the use of the subject
security, IM or privacy system and/or technology?

— Is the system and/or technology designed in a way to facilitate the
resolution of disputes
e forensics,
* evidentiary data,
e transparency,
e audit, etc.

— [Other?]
e References

— Ref. Dictionary of Conflict Resolution, edited by Douglas Yarn, Jossey-
Bass Inc. Publishers, 1999)



56. Conflict Resolution

Candidate Analytical Frameworks/Metrics/Actions

Consider frameworks that define conflict to include “Pre-dispute” period as way of avoiding
costs of later resolution of avoidable conflicts

e See work at U. Mass Conflict Resolution Center

Consider trust framework elements that help reveal potential conflicts among users and other
parties as a result of the operation of the system.

* Predictive analytics applied on a group basis

Consider frameworks that can help to reveal shared interests and exposures among
participants that can lead to cooperative approaches to risk reduction associated with conflict
resolution
* Beware implications of standard clauses
— See e.g., “no class action” clauses in financial arbitration terms.

Consider frameworks of conflict resolution that can help cohere P2P stakeholder interests

e Common pool for payment of liquidated damages for small claims.
— Compare FDIC insurance premiums of banks, but here for non-catastrophic losses in system
— Compare pooled “by-catch” strategies in fisheries management.
* Consider how joint stakeholder rulemaking process can become driven by enforcement function
— Create feedback loop in system to inform future stakeholder rulemaking
» Compare use of XBRL in US Congress legislative impact analysis and SEC reporting

[Other?]

References



57. Attention Economy (Episodic Attention)

e Challenges

— What level of attention is needed from data subjects, users and
operators in order for the subject security, IM or Privacy system
and/or technology to achieve its optimal performance?

e |s this level of attention realistic?

— Consider “attention” from perspectives of both within an
individual engagement “session” and among multiple
engagement “sessions”

* Providing notice and seeking consent of every use of data about a

person could be equivalent to a “denial of service” attack on the
person’s attention

— Note European Court holding that broad pre-consent can be voided as
violation of fundamental human rights.

— [Other?]
e References



57. Attention Economy (Episodic Attention)

e Candidate Analytical Frameworks/Metrics/Actions

— Consider alternative structures, benefits and down-sides of various filters,
intermediations, agencies and other methods for “delegation of attention” by
persons and institutions

— Consider how policies and reliable systems of “Tools and Rules” can help
mitigate “interruption” of users by “substituting trust for attention”

— Consider structures of various sorts of agency relationships as guide to
framing the delegations needed to navigate the attention economy.
* Consider special duties of various forms of “fiduciary” agency and gradations of trust that
might be fostered
* Consider making explicit the “percentage of conflict of interest” in an agency relationship
to help guide decisions of data subjects as principals.

— Put the conflict percentage on a sliding scale

— Compare non-fiduciary role of brokers under 1934 Securities and Exchange Act with fiduciary
role of investment advisers under the 1940 Investment Advisers Act

» see Dodd Frank discussions of same).
— [Other?]
* References



58. Market Behaviors

Challenges

— In the proposed configuration and operation of the subject security,
IM or privacy system and/or technology, what assumptions are made
about market behaviors associated with adoption and operation?

e Consider effect on markets as markets, rather than “economic” considerations
addressed in another map

— For example:
» Effect of data as value-transfer medium
e Cultures of different markets
e Efficiency considerations
 Emergent network effects
e Accounting differences among industries
» Effect of legacy system uptake delays
* Etc.

— [Other?]
References



58. Market Behaviors

e Candidate Analytical Frameworks/Metrics/Actions

— Market research on market operations should continue to be
developed to gauge the unique elements of market behaviors in
the context of markets trading in rights associated with security,
IM and Privacy issues and markets dependent on those rights

— Consider, e.g.,

Variable deployment/adoption curves in hardware, software and
effect of legacy solutions.

Piggybacking
Bundling
Freemium Models
Etc.

— [Other?]
References



59. Game Theory and
Other Modeling Assumptions

e Challenges
— What game theory and other models were applied in the design
and development of the security, IM or Privacy system and/or

technology?

* How and to what extent were they applied to address the information
arbitrage differentials that are intrinsic in security, IM and privacy
rights management activities?

 How do you manage abuse of perspective/conflict of interest in the
system supported by the subject technology/system?

— What are the additional value propositions that can be gleaned
from extension and additional attention to the models applied?

* What are the criticisms of those models that can inform performance
testing?

— [Other?]

e References



59. Game Theory and
Other Modeling Assumptions

e Candidate Analytical Frameworks/Metrics/Actions

— Promoters of security, IM and Privacy system and/or
technology should be explicit about the models applied in
designing and developing their systems

e Reveals assumptions of systems
* |nvites scrutiny of theoretical bases of systems

— [Other?]
e References

— Ref: “Telecommunications Network Economics: From
Theory to Applications,” Maille and Tuffin, (Cambridge
Press, 2014)



60. Al and Autonomous Operation

Challenges

Does the security, IM or privacy system and/or technology rely for its operation on feedback or
feed-forward loops that inform further operations in a manner that is characteristic of
autonomous and Al systems?

* Are those systems and operations viewable and auditable, or are they “black boxes”

* Can the feed back be dynamically tuned to accommodate different contexts of system operations?

— Does vesting that dynamic tuning in the autonomous operation of the system convert a feedback system into a
feed forward system with different harm potential?

Does the proposed system and/or technology provide output that is helpful in other machine
learning, autonomous system, or Al contexts or otherwise facilitate their operation?
e What are the implications of cascading cross references among Al and/or autonomous systems

* Does the added complexity hinder efforts to analyze the potential likelihood and severity of harms
associated with the system in real world settings?

Can the technology or system produce data that can be applied in Al systems in real time?
*  What is the “refresh rate” of the data provided?
* How can accuracy and veracity be tested in real time?
e Compare “flow” processing vs. “batch” processing in chemical manufacturing.

[Other?]

References



60. Al and Autonomous Operation

e Candidate Analytical Frameworks/Metrics/Actions

e What protections are built into the security, IM or privacy system and/or
technology to prevent runaway feedback or feed-forward in operations?

— Prevent security, IM cascading defaults
* Are protections of the system and its users that are roughly equivalent to

Asimov’s “three rules” present in the system, and if so how are they
manifested in the system?

— Consider limitations of Asimov rules in institutional contexts
— Consider limitations in socio-technical systems contexts
* Consider frameworks to establish shared default settings on how will

independent, auto-catalytic, machine learning algorithms applied to security,
IM and Privacy issues work and adapt

e Consider frameworks of types of controls on security, IM and Privacy system
outputs to assure against autonomous mission creep

— What is the nature of and confidence in the system “off switch”
— [Other?]
e References



61. Business Information
Ethical Considerations

e Challenges

— Concept of business information ethics is raised in the normative gap
between archaic laws and today’s technology applications that host
our interactions

e Ethics, by definition, is informed by human norms
e IM and privacy are intrinsically human considerations
— IM in organizational context is a form of inventory management for labor
* Institutions and system and/or technology systems do not have intrinsic
”etf}ics” since they are both programmed to achieve certain limited human
goals.

— To the extent they such institutions have “ethics” it is part of their programming.

— Where that programming involves the delivery of security, IM and privacy functions,
those functions must be included in their programming to be manifested in their
operations.

* How does the subject system and/or technology help to bridge the gaps left by
legal lag and by institutional ethical neutrality?

— [Other?]
e References



61. Business Information
Ethical Considerations

e Candidate Analytical Frameworks/Metrics/Actions

— Multiple companies and industry associations have launched
“data ethics” and related research initiatives.
e |EEE — Ethics of Autonomous Systems and Al
e Accenture “Data Ethics” report
* Etc.
— Ethical constructions provide an opportunity to create human-

centric constructions of risk reduction and value generation at
the edge of legal and settled normative guidance.

e Compare Edge Governance Map concept of “Provisional Governance”
for ethics

— [Other?]
e References



62. Incidental Benefits
Beyond security, IM and Privacy

e Challenges

— Organizations with budgets seek ROl narratives for expenses investments

* Are there incidental benefits to organizations and individuals, beyond security, IM and
privacy, associated with the deployment of the subject system and/or technology that
can help to drive adoption and justify internalization and front-loading of cost of the
subject system and/or technology?

* How can the implementation of the system and/or technology be supported beyond its
security, IM and Privacy benefits?
— How can the improvement of security, IM and privacy be understood and
presented to improve other strategies, services, products and sectors?

* Each improvement is a potential value proposition that can contribute to the overall
adoption of the system and/or technology/system.

* How can those value propositions be identified and applied by organizations deploying
and operating the system/technology?

— [Other?]
e References



62. Incidental Benefits
Beyond security, IM and Privacy

* Candidate Analytical Frameworks/Metrics/Actions

— Consider potential benefits to other (non IM and non-Privacy) compliance obligations:
e SOX compliance
e SEC compliance
e Other regulations that require IM accountability
— Consider variety of ROl benefits of sunk, compulsory privacy compliance costs
* Tax and accounting
* Brand and marketing
e Borrowing rates and insurance premium savings
— Consider variety of ROl benefits of contexts in which additional privacy investment is
warranted.

* Examine im