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Abstract

Technology and the process that produces it, research and development (R&D), are typically characterized as homogeneous
entities. In reality, the typical industrial technology is composed of three elements: a generic technology base, supporting
infratechnologies, and proprietary market applications (innovations). The first two have public good characteristics, and therefore,
explicitly modeling them is essential for public policy purposes. The fundamental relationships among these elements require
a technology production function that captures the supporting roles of the public good elements in creating proprietary applied
technology. These critical quasi-public technology goods are supplied to a significant extent by exogenous (external) sources:
central corporate research labs, government labs, and increasingly, universities. The expanding university role beyond basic
research complicates the structure and functioning of the national R&D establishment and increases the need for a more accurate
model of technological change to better inform R&D policy.

Moreover, in assessing the resulting applied technology’s impact on economic growth, both the general and partial equilibrium
literatures enter the technology variable into a production function with the common “production” assets (physical capital and
labor). Such models obscure an important distinction between technology and these production assets—namely, the fact that
technology is primarily a “demand-shifting” asset. As such, its role is correctly specified only when combined with the other
major demand-shifting asset, marketing. Allocations to these two assets vary across competing firms implying a spatial model of
competition, while still providing traceability to the exogenous sources of public good technology elements, such as universities.
Published by Elsevier B.V.
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Both macroeconomic and microeconomic growth it, research and development (R&D), as homogeneous
models have made technology an endogenous explanaentities. Only a few efforts have attempted even a par-
tory variable. However, the vast majority of this litera- tial disaggregation, which have consisted of separating
ture has treated technology and the process that createscientific research from technology research.

In reality, the typical industrial technology consists
% Tel.: +1 301 975 2663. of several private and quasi-public elements. The fail-
E-mail addresstassey@nist.gov. ure to disaggregate the technology variable based on
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the distinctly different character of each element and 5 presents a framework for using such a model to de-

its associated unique investment incentives has lim-

ited economists’ ability to explain R&D investment

scribe the risk profile of the typical R&D cycle and
thereby focus policy analysis. Finally, Sectiérde-

behavior and the subsequent relationships with eco- velops a performance function in which the economic

nomic growth. These limitations significantly reduce
the effectiveness of R&D policy.

impact of technology output can be assessed in a spatial
model of competition.

The policy analysis problem has become more de-
manding in recent years for several reasons: (1) corpo-
rate laboratories have reduced their share of national 1. The complexity of industrial technology
spending on the quasi-public elements, in particular,
early-phase research on new, radical technologies; (2) Technology is far from a homogeneous “black
government spending on such research has been erbox”, as implicitly characterized in much of the eco-
ratic and highly skewed toward a few technologies tied nomics literature. In contrast, each industrial technol-
to specific social objectives; (3) universities have as- ogy should be described in terms of three major el-
sumed a larger role in such early-phase technology re-ements: a fundamental or “generic” technology base,
search, with implications for intellectual property (IP) proprietary technologies (market applications) derived
and research portfolio management. from the generic technology, and a set of “infratech-
University conduct of early-phase technology re- nologies” thatfacilitate the development and utilization
search has become increasingly important, as it hasof the other two elements.
gown substantially over the past several decades in re-
sponse to a declining corporate role and the 1980 Bayh-1.1. Public good technology elements
Dole Act. This legislation enabled the assignment of IP
rights to universities who conduct federally funded re- The enabling role of generic technologies for the
search, and such ownership has created large revenugjevelopment of market applications (innovations) has
opportunities. However, it has also led to disputes with peen discussed qualitativeliitk and Tassey, 1987;
industry over control of and access to the IP and rela- Tassey, 1991, 1997, 2005; Nelson, 1p9Similarly,
tionships with spin-offs/start-up firs. Dosi (1982, 1988)efines a “technology paradigm”,
At the same time, the shortening of technology life \which is portrayed as a “pattern” of solutions of se-

cycles due to rapidly expanding research capabilities |ected technoeconomic problems based on highly se-
and R&D investment in Asia and Europe have created |ected principles derived from the natural sciences.

an imperative to better understand the R&D investment Such “h|gh|y selected princip|es“ form a generic tech-

process, so that public policy can better match incen- nology base from which market applications are drawn.
tives and research Capabllltles for the part!CIpantS n A generic techno|ogy provides in essence a “proof-of-
each phase of the R&D cycle. The ascending role of concept”, which reduces risk sufficiently to enable ap-

the university in the early phases of technology re- plied R&D investments to be rationalizéd.
search complicates the R&D establishment structure

and hence the management of government funding
policies.
To better understand the R&D policy requirements

2 A generic technology is not the same thing as a “general purpose
technology” Bresnahan and Trajtenberg, 1996he latter refers to

for dealing with such complexity, industrial technology a (homogeneous) technol_og_y with r_nultiple market applications (i.e‘.,
economies of scope), a distinctly different concept from the generic

and_the degree to which eX|st_|ng R&D growth models base upon which a particular technology is developed.

are inadequate are assessed in the next three sections. A3 The classic example of a genepimducttechnology is Bell labs’
model is then developed in Sectidrfor representing proof in the late 1940s and early 1950s of the concept that the princi-
both public and priva_te elements of an industrial tech- ples of solid state physics could be used to construct a semiconductor

nology inthe same technology output function. Section switch or amplifier, resulting in the creation of the transisiteléon,
' 1962. The best known example of a genesiistemsechnology is

the Internet. As a system (the communications network), technolog-
ical advances were first required in its major underlying network

1 See, for exampld,erner (2005pndMowery and Sampat (2005) technologies, such as queuing theory, packet switching, and rout-
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Infratechnologies are the other quasi-public tech- Microeconomic models have partially revealed the het-
nology good. They have a strong infrastructure and erogeneous nature of the typical industrial technology
hence public good character. Infratechnologies include and related them to various output measu@diches,
research tools (measurement and test methods), scien1995. However, the few efforts at disaggregation have
tific and engineering data, the technical bases for inter- focused exclusively on the distinction between scien-
face standards, quality control techniques, etc. Collec- tific research and applied R&D.
tively, they constitute the technical infrastructure of an
industry and are ubiquitous across technology-based1 2. Technology trajectories and life cycles
economic activity. Infratechnologies often are imple-
mented as industry standardmgsey, 1982, 1997 In addition to assessments of static representations

Both generic technology and infratechnology ele- of industrial technology, the analyst must also be con-
ments are drawn upon by competing firms. However, cerned with the dynamics of technology-based growth
although attainment of partial property rights is pos- (j e. the process of creative destruction). Here, the lit-
sible, spillovers and other sources of market failure orature has characterized technological change by “tra-
are prominent. The resulting underinvestment varies jectories” or directions of market applicatiordglson
across technologies and over each technology’s life cy- gnd Winter, 1982: Dosi, 1982, 1988: Achilladelis and
cle, which complicates public policy responses. Nev- Antonakis, 2001 The implication is that the nature of
ertheless, every industrialized nation provides funds to he underlying generic technology and the subsequent
leverage generic technology and infratechnology re- eyolution of a supporting infrastructure (infratechnolo-
search and assimilation, thereby underscoring recogni- gies) combine to determine the direction of subsequent
tion of the public good content, even though identifying - market applications, which is often assumed to be lin-
and measuring this content remains difficulagsey, ear for some time into the future.
2009.° However, portraying these trajectories as linear,

Several decades of economic studies have attemptedsteady-state expansion paths of a homogeneous tech-
to provide the needed explanatory models. At the na- no|ogy is incomplete. Rather than linear, such trajec-
tional economy level, theories of endogenous tech- (qries display cyclical patterns, which are reflected in
nological changeRomer, 1999 have acknowledged  ghifts in the composition of R&D over time in response
the existence of excludable and non-excludable (pub- tg the evolving generic technology and its eventual ob-
lic good) elements of the typical stock of technology. gplescence. Technological opportunity therefore also

changes. Disruptive technologies, based on radically
ing. Demonstration of such in the 1960s led to prototype networks NeW generic technologies, spawn cascades of more in-
in the 1970s (ARPANET) and 1980s (NSFNET), which eventually cremental advances as firms enter the nascentindustries
led to the Internet. Selational Research Council (1999, p. 169) g apply the generic technology and achieve economies

Occasionally, a generic technology can take the form of a ‘method ¢ <16 and scope. The early part of a technology’s life
of inventing”. Examples are methods for manufacturing hybrid corn

seeds and research methods for developing nanotechnolDgiesy/( CyC|e IS CorreCtly portrayed as be'ng characterized by
and Zucker, 2008 high risk but also increasing returns (at least at the in-

4 Note that infratechnologies are part of an industry’s technology - dustry level), as the proof-of-concept effect (i.e., the
base in contrast to what are referred to as “infrastructure technolo- generic technology) unleashes market applicatf’ons.
gies”. The latter are produced by industries (electricity, transporta-
tion, and communications) whose primary role is to provide services
to other industries.

5 The National Science Foundation disaggregates R&D data into  ® The technology life cycle based on a generic technology, which
“basic research”, “applied research”, and “development”. Unfortu- is the focus here, is typically one cycle within a longer “technology
nately, this taxonomy only partially captures the quasi-public good wave” driven by periodic major advances in scienser(dratiev,
character of the several targeted elements of R&D. The reason seems1925; Kuhn, 1962; Freeman, 1973; Graham and Senge)1B880
to be thatthe U.S. and other national classification systems somewhatexample, advances in solid state physics led to a wave of generic
arbitrarily define the phases of R&D, instead of first defining the in-  digital electronic technologies. In the other direction, a technology
trinsic targeted elements of industrial technology based on unique trajectory or life cycle of a generic technology is characterized by
investment incentives and then defining the process phases that pro-successive product cycledtterback, 1979 For example, aPCis a
duce these targeted elements. product cycle within a generic digital computing trajectory.
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Within the generic technology’s life cycle, major (1995, 2002}jurned the role of technology completely
technological opportunities decline over time as around by making the stock of technology endogenous
the set of potential applications of the underlying to an economy’s production function.
knowledge base is exhausted. Competition then shifts  If the supply of technology is completely exogenous
to incremental product improvements tied to shorter to an economic system, as in Solow-type growth mod-
times to commercialization and to process innovations els, its source is presumably government, with the im-
that focus on reducing cost as the basis of competition. plication that technology is a pure (and homogeneous)
However, while such an evolutionary pattern mightim- public good. Such models show how an equilibrium
ply decreasing returns to the original stock of generic capital-labor ratio is attained and how a steady-state
technology after the initial market penetration, a suc- growth path based on an implied level of technology
cessful technology achieves substantial efficiencies, is determined. The introduction of additional technol-
such as economies of scale in production and distribu- ogy (embodied in capital) will increase the equilibrium
tion, economies of scope in markets penetrated, evo- capital-labor ratio over time.
lution of efficiency-enhancing infratechnologies and However, the source of the technology and the pro-
associated standards, and general learning economiescess by which it increases productivity are not speci-
These factors leverage returns to incremental im- fied. Hence, R&D investmentincentives cannot be con-
provements and thereby delay the onset of decreasingsidered. Conversely, endogenous growth theory treats

returns. technology as completely determined within the private
economy, implying a purely endogenous research and
1.3. Implications for a new model development decision process. While the latter theory

allows for spillovers among private economic agents,
Several concepts relevant for model development no interaction among donors and recipients of technol-

emerge from this discussion: (1) the typical technol- ogy capital is specified.
ogy consists of several discrete elements that respond Reality is a combination of the two models. That
to distinctly different investment incentives; (2) the el- is, in the modern “mixed” economy, investments are
ements interact over a technology’s life cycle to in- made by both the public and private sectors, resulting
fluence individual firms’ and entire industries’ growth in a stock of technology that has a “quasi-public” good
paths; (3) the technology elements exhibit different de- character. The problem is to separate the private and
grees of public good content, which has significance for quasi-public technology elements according to unique
investment behavior and hence for the sources of fund- sets of investment incentives and define their economic
ing and conduct of various types of R&D. Therefore, to functions.
better understand how technology drives growth within ~ The investment incentives dimension is becoming
this life cycle context and the complementary roles of increasingly important for public policy. Companies
industry, universities, and government, a more disag- obviously invest in applied technology from which
gregated view of technology and its evolutionary im- they can sufficiently exclude others by using patents,
pact on economic growth is necessary. The next sectionsecrecy, and other appropriation mechanisms. Many
assesses the characterization of technology in severalfirms and increasingly universities invest in partially
alternative technology-based growth models. excludable generic technology, which they expect will

diffuse or spillover to some degree and at some rate

but yet still allow some degree of property rights to be
2. Defining the technology variable maintained’

At the macroeconomic levefolow’s (1956 model
defined a steady-state growth path for an economy in 7 A rationale for this strategy is the fact that the rate of spillover
terms of an optimal capital—labor ratio determined by is neither instantaneous nor costless. For exaniésfield et al.

tock of technol = than th (1981) estimate from survey data that imitating an innovation by
an exogenous stock ortechnology. For more than three another firm could cost as much as 50-75% of the cost of that inno-

decades, this model governed economic growth analy- yation.Nelson (1992pbserves, based on empirical studies of strate-
sis, until important articles brRomer (1990andJones gies for appropriating the results of R&D Inevin et al. (1987)
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However, such next generation and especially is assumed to be a purely private good, even taking
radical technology research has become increasingly spillovers into accourft.
difficult for individual companies to rationalize. The
main impact of spillovers is a lower expected return
on investment (ROI), including reduced potential for 3 Alternative technology production functions
the increasing returns benefit for first movers put forth
by Arrow (1962) and others. In companies, generic 3.1. Endogenous growth models
technology research usually takes place in a central cor-
porate research lab, which provides proof-of-concepts  |n all endogenous growth models, private invest-
(generic technologies) to the firm's line-of-business ments in R&D are undertaken to create technology and
units, which then conduct applied R&D leading to  thereby improve or maintain competitive position. In
market innovations. Central research budgets have the macroeconomic arerRomer (1990}listinguishes
been reduced relative to line-of-business budgets in petween “rival” and “non-rival” elements of technol-
recent years. Even this trend probably understates theggy in his general equilibrium growth model. The rival
reduction in private sector investment in generic tech- (excludable) component of technology is that portion
nOlOgieS, as many firms now use researchers in theirembodied in human production Capimb_ The non-
central labs to assimilate generic technologies from ex- rival componenK (presumably disembodied with re-
ternal sources; i.e., they create inward spillovers from spect to any specific factor of economic activity) is
other company, government, or university sources, viewed as partially excludabfe.
as opposed to actually conducting breakthrough |n such a model, the traditional output function,
research. based on the interaction between physical cafital
As a partial substitute, universities are increasingly and human production capitdb, is modified to reflect
conducting generic technology research as they re- the fact that the stock of rival technical knowledge em-
ceive more funding from both industry and govern- podied inHq “interacts” with the stock of non-rival
ment sources. This funding is designed to compensatetechnologyk and then withCq to determine an output
for the relatively high risk of early-phase technology @, as shown in Eq(1):
research and the substantial spillovers that characterize
the research results. As universities can now own the g — Clgfa(KHQ)a (1)
IP from government-funded research, patents from new
generic technologies can provide a significant source of This specification requires a technology output func-
income. Moreover, many state universities have been tjgn:
pushed in the direction of generic technology research
by state governments as part of economic developmentg — sH, 2)
strategies.
The microeconomics literature has partially recog-
nized the need for a disaggregated technology frame-
work to address these phenomena but has not pro- s a number of studies have attempted to empirically test this gen-
gressed beyond a dichotomous model in which tech- eral specification by separately including basic research and applied
nology is separated into scientific and technological R&D variables in a modified production framework (ddansfield,
stocks of knowledge. In such models, scientific infor- 1980, 1991; Link, 1981; Griliches, 1986; Jaffe, 1989; Leyden and

mation is appropriately characterized re public ', 1991 Toole, 1999
ation IS appropriately characterized as a pure public o Romer uses the public finance literature’s two main attributes

good (Nelson, 1959 with exogenous sources of SUp-  of any economic good: the degree to which it is rivalrous and the
ply acknowledged. However, technological knowledge degree to which it is excludabl€6rnes and Sandler, 1986The

rivalrous nature of a good is the degree to which use by one economic

agent (individual or firm) limits its use by another. Excludability is
that letting generic technology spillover does not provide a disincen- the degree to which one agent can prevent another from using a
tive to conduct the research because “first mover” strategies allow good. Microeconomists characterize the inability to exclude use of
market applications to gain market share and thereby provide an technology by others as resulting in “spilloversGriliches, 1991;
above-hurdle-rate return. Jaffe, 1993.
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whereHg is the human research capital ahds the
research productivit}® The technology creation pro-
cess is characterized as the application of rival human
research capital to create non-rival, partially excludable
technology goods (new “designs”).

Jones (1995jnodified Romer’s functional form to
allow variation in scale effects due to differences in the
productivity of the existing stock of technical knowl-
edge and R&D. Thisis accomplished by first represent-
ing the productivity parameter as

§=8K? ®3)

where¢ <0 is diminishing returnsp >0 is increasing
returns, an@ =0 is the constant returns case, and then
substituting in Eq(2) to get

(4)

wherey allows for inefficiencies in the use of human
research capital, namely duplication of effort, and has
values in the range Og< 1. Fory =1 and¢ =0, this
equation reduces to the Romer growth model (fixed
efficiency of human research capital and constant re-
turns to the scale for the stock of available technical
knowledge)t!

Although such models catch up to several decades
of microeconomic research in which technology is en-
dogenous to company or industry growth models, they
also specify a separate technology production function
with several distinctinputs and at leastimply a relation-
ship among these inputs. However, while these models

K =8HLK?

also characterize elements of technical knowledge as

rival and non-rival and, more importantly, as excludable
and non-excludable (or, partially excludable), they fail
to relate these characteristics to the inputs in the tech-
nology production function.

Specifically, such models do not address the long-
standing need to disaggregate technical knowledge
into public and private elements according to the

10 Of course, additions to the stock of knowledge result from in-
vestments in both human research capital, and physical research
capital,Ck. Including both major factors of knowledge production
would change Eq2) to K = §(Cx H). In microeconomic models,
technology is assumed to be produced by an R&D investment in-
volving both research labor and research capital in fixed proportion.

11 Note that in the constant returns-to-scale case, the growth rate
of knowledge is independent of the stock of knowledge, depending
solely on the growth rate of the R&D labor force.
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existence of different investment incentives. Thus,
while the output of the technology production function
is characterized by Romer as “new designs”, implying
proprietary (excludable) technology, this output is also
characterized as “partially excludable”, implying that
generic technical knowledge is simultaneously pro-
duced and is a byproduct of the technology production
process.

This approach contradicts the well-documented or-
dering of the R&D process in which early-phase
“proof-of-concept” research, exhibiting low exclud-
ability, nevertheless precedes the development of pro-
prietary “designs” (i.e., innovations). The latter are the
output of later-phase applied R&D and can legitimately
be thought of as entering directly into a production
function.

Thus, the distinct phases of R&D, which respond
to different investment incentives and thereby require
different sources of funding (government, industry)
and different performers (government, industry,
universities), are not addressed by such models. That
is, although scale effects imply the possibility of a
life cycle character to knowledge creation and patrtial
excludability implies the possibility of public and
private good elements, neither characteristic can be
represented without some further disaggregation of
the technology production function and a realignment
of the interactions among technology elements.

3.2. Microeconomic approaches

Research on the economics of technological change
has been conducted by microeconomists for decades,
but technical knowledge production has remained char-
acterized for the most part as resulting simply from a
set of lagged R&D expenditure§(iliches (1986)

= Z w;i Ry
i

Obviously, the specification of the desired function
becomes complex when several elements with differ-
ent degrees of excludability are taken into account.
Multiple categories of knowledge need to be identified
and interrelationships (directions of knowledge flows)
specified. Within an industry, spillovers occur from one
firm to another, among a consortium of firms acting col-
lectively, or to all firms from a source exogenous to the
industry (government or universities). Non-excludable

K, (®)
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technology thus moves into and out of firms and into from investment irKg, Ky is generally a neces-

the industry as a whole from external sources. sary precursor for the majority of investments in
A few examples can be found of partial disaggre- KE.

gation of the technology variablélansfield (1980) (4) Technology-based growth cannot take place

andGriliches (1986)int at a distinction between en- rapidly or over sustained periods of time without

dogenous and exogenous sources of knowledge by in- investment in an elaborate technical infrastructure,

cluding a variablee* in their production functions, n, composed of a set of infratechnologies that lever-

which Griliches calls “disembodied external technical age the productivity of both developing and using

change™: Kg andKy.

0r = AEMK?Cf}Ltliﬁ (6) 3.4. Investment incentives and risks

Griliches (1979glso briefly mentions a generalized
production function of the fornk(Ky, Kg, X), where
excludable technolog¥E, is accumulated intention-
ally and non-excludable technolod¢y, is created as
“a side effect” of producindlg.12

The above themes imply a model in which the in-
teractions amondKg, Ky, andn are not simply one
of complementarity among endogenous variables. Fur-
ther, the dependency dfg on Ky implies linear-
ity with respect to the R&D process, a concept that
may appear to contradict a portion of the innova-
tion literaturel® Specifically, in contrast to Griliches’
characterization oKy as a side effect of producing
Ke, companies need access Kg early in a tech-
nology’s life cycle as a means of entry or life cycle
transition.

The more free riding that takes place, the less in-
centive individual firms have to invest in the quasi-

excludable and non-excludable technology and the re- . : .
) . . . : public good technology elements (generic technologies
lationships with their respective exogenous or endoge- . . .
and infratechnologies). At some level of spillovers, all

nous sources need to be specified based on fourthemes, =~ private investment iky is suppressed. Ex-

(1) Marketapplications (innovations) are derived from panding global competition in R&D-intensive indus-
a largely excludable stock of knowled#e. This tries tends to increase spillovers, simply because the
stock, in turn, derives from a generic technology existence of more scientists and engineers and global
base or “technology platformKy, which is only R&D funding increases the aggregate capacity to ab-
partially excludable. sorb new technical knowledge. Complex partnerships

(2) Firms use botliKy andKg to compete. However,  of public and private institutions are evolving to em-
whereasKg is endogenous to the firniy is at phasize inward spillovers (i.e., absorption of somebody
least partly exogenous to the firm and frequently else’sKy). This fact supports the proposition tHé
the entire industry, often originating in universi- is not a “side effect” of firm-level R&D, but a critical
ties or government laboratories. Thus, if anything,
inward sp|IIovers O.féfN r(;]ay ?]omlljate, a phej Mmplelﬂein and Rosenberg (1986jgue that the innova-
nomenon not considered in the microeconomics tion process is not a simple linear phenomenon. Rather, it involves

literature, but one that is increasingly important in - syntheses across technologies (“chain-link” model) and feedback
global technology-based markets and underscoresloops during a typical technology life cycle. Moreover, examples
the increasing role of universities. can be found of important technologies that evolved ahead of the

(3) While the non-excludable portion of technology discovery of the fundamental or generic technology base. However,

h b ded b ist m the vast majority of modern technologies display a linear evolution-
as been regarae y economists as a spi OVerarylifecycle, albeit as a series of repeated or “nested” cytessgy,

2004, 200%. Similarly, Freeman et al. (1982)rovide case studies,
which show that successive waves of product innovations depend on
12 Nelson (1992)mentions the same relationship. prior development of an underlying science base.

3.3. Specifying the public and private good
technology elements

Given this limited treatment of the public good con-
tent of industrial technology and associated investment
incentives and the incorrect characterizatiorkqfas
a side effect of producing(g, existing definitions of
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technology asset that must be available to enable the Another important attribute of the disaggregated
remainder of the R&D cycle. modelisthe factthatafirm’s R&D productivity is lever-
Furthermore, the shortening of technology life cy- aged by the availability of an infrastructure consisting
cles in recent decades raises the risk adjustment firmsof a set of technical tools, databases, and specifications,
make to ROI estimates for R&D, especially long-term, which frequently become industry standards. These in-
high-risk research. The higher time and risk discount fratechnologies often do not arise frafy and may
factors lead to greater underinvestment at the corporatehave applicability across a number of related industries.
level in generic technology research and increases theThe R&D, process, and marketing productivities of the

need for external sources kf.1* typical technology-based industry depend on hundreds
In summary, investments in R&D take place at the of infratechnologies and associated standards.
firm level for Kg and at several levels (firm, industry, Thus, an investment-based model of innovation and

and government) fdky. This is the case because of the its impact on economic growth must represent the pro-
quasi-public good nature &fy. That is, it is partially ductivity of private sector applied R&D in terms of both
excludable and hence subject to free riding. Moreover, private and public sector expenditures that precede it
the generic character & implies scope economiesas and also the contributions of the supporting innovation
well as non-excludability, both of which are attributes infrastructure. The generalized form of such a model is
of public goods. This fact, in turn, implies the need for
exogenous sources such as universities in an efficientQ
national innovation structure. Correctly modeling the where Sy is the science base from which generic
process of technological change therefore requires thetechnology is derived and is assumed to be fixed,
inclusion of both private and public good elements in pased on the concept of long-term technology life cy-
the technology production function. cles or “waves” spawned by periodic bursts of sci-
entific discoveryX is a set of factors that affect out-
put/performance in addition to the non-proprietary and

= SNF(Kn, KE, X) (7)

4. A disaggregated technology production proprietary technology element$.
function At any point in time, technical output is equivalent
to the growth in the stock of proprietary (excludable)
4.1. The technology production function technologyKE, represented by
v A
The preceding conceptual framework argues that Ke=9Rg (®)

much of the investment iKy occurs prior to invest-  \whereRe is applied R&D expenditures targeted at de-
ment inKg. Specifically, the results of investment in veloping excludable technology (innovations) arid

Kn accumulate as a generic technology or technology an R&D productivity factof? In production functions,
platform, which drives applied R&D for specific mar-  scale parameters are assumed constant. Here, the scale
ket applications. A significant portion &y must be  parametet is affected by the internal organization and
available in the early part of a technology’s life cycle  management of the firm and by the overall productiv-

to provide the basis for the applied R&D, which cre- ity of an economy’s education and technical infrastruc-

atesKe. The more robust iy and the more easily it tyres. These factors change very slowly, so assuming
is accessed, the greater is the productivity of a firm’'s g pe constant is reasonable.

applied R&D in producindlg.1®

and subsequent production and marketing experiences feed back to

_ stimulate directions in applied R&D that produces additidtal

14 This leads to risk pooling strategies, such as participation in re- ¢ The contents oK are largely ignored by the economics of tech-
search consortia with universities and government research institutes nological change literature. However, the fact that technology affects
who subsidize and/or perform this type of research. All industrial- both the composition and the rate of the output of an industry in a
ized nations support research consortia, implicitly recognizing the cyclical manner suggests that other factors are importantin managing
quasi-public good character of technology development. the technology life cycle (see Sectiép

15 Although not explicitly addressed in this model, feedback loops 17 Technical output is assumed to be identical to or at least perfectly
exist. In concert with the learning-by-doing literature, advané&pg correlated with innovative output.
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8 is a key distinguishing element of this model. In
technology production functions, whekeis treated
as a homogeneous entity, the rate of growtlKiis a
function of the current stock of knowledge (K4d)). In
the disaggregated model, howeuegg, is a function of
availableKy and this relationship is expressed through
the productivity parametéf For an individual tech-
nology, 8 is determined by the available stock I
relative to a target rate of investment in innovation en-
abled byKy:

—Kn/Re (9)
where n represents the set of infratechnologies that
leverage the efficiency of R&D. Change in this infras-
tructure occurs more slowly than do&s and such
change tends to occur early in the innovation proééss.
Thus, a reasonable approximation is to assynsea
process constant over the R&D cyéfe.

Substituting Eq(9) into (8) gives the technology
production function:

8 =ne

K = ne_KN/RER}é (10)

Kn is assumed to be available to all firms in an indus-
try, although in reality it will not be accessible in equal
amounts across firm&y thus serves as a measure of
innovation opportunity for individual firms, which they
draw upon in producing stocks of proprietary (exclud-
able) technologyKe. The negative sign oy may be
counterintuitive, but a generic or platform technology
is of value to the firm only as a facilitator of the ap-
plied R&D that produceKg. Ky is essential to reduce
technical and market risk to levels that allow conven-
tional corporate R&D investment criteria to be applied.

18 Thus, the rate of growth dfg is not directly dependent on the
existing stock of excludable technology, as in some other knowledge
production functions (for examplépnes, 1996 This is becauskg
is more directly a function oKy
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The less developed Ky, the more inefficient are at-
tempts at market applications through applied R&D
(i.e., the productivity of applied R&D is reduced and
the risk associated with a given R&D expenditure is
increased¥!

Empirical testing of Eq.(10) will require con-
fronting the typically difficult problem of estimating
stocks. QuantifyingKy for purposes of empirical
analysis is a particularly difficult challenge due to the
substantial spillovers. However, approximations are
possible. For a larger firm with an annual budget for
its central research laboratory, as well as for applied
R&D conducted by its lines of business, the ratio of the
two budgets can be a surrogate for that firm’s overall
technology strategy. Eq(9) can then be thought
of as an average productivity for the firm’s overall
R&D investment? This approach implies a constant
adjustment tKy from generic technology research,
Ry, for the firm’'s portfolio of research projects.
Under these assumption§9) can be modified to
give

—RN/Re

8 =ne (11)

Not only will this assumption facilitate empirical work,
but it may be better than attempting to correct flows
by some arbitrary percentage asserted to represent
obsolescence of technology in an economic sense.

21 This proposition is complicated by the fact that some (mostly
large) firms conduct generic technology research in “central” or “cor-
porate” research labs. The results of this research are transferred to
the applied R&D operations in the company’s lines of business. The
research objectives and the R&D project selection criteria are dis-
tinctly different for the central lab and the line-of-business labs, and
management of the two types of research are organizationally sep-
arate Buderi, 2000. Thus, the generic technology produced by the
central lab is in effect exogenous to the operations of the lines of
business. Of course, such generic technology leaks more slowly to

19 critical measurement methods, interface specifications, etc., are other firms than if it were produced by a source outside a single

typically required to be in place before substantial R&D can be ratio-

firm (industry consortium, university, government laboratory, etc.).

nalized, but once adopted as standards they tend to remain unchangedience, the excludability of specific additions to an industikgawill

for extended periods of time.

20 This representation has an analog in physical chemistry. Com-
bining reactants to produce a new chemical entity requires an “ac-
tivation energy” to initiate the reaction process (in this model, the

vary over time and across firms. In any case, the spillover rate will
be higher than foKg.

22 This assumption of continuoty is even more justified for in-
terindustry analyses.

activation energy is the enabling generic technology research ex- 22 A number of large companies set the budgets of their central

pendituresKy). The chemical reaction itself proceeds at a specific
(target) thermal energy (applied R&D expenditurBg). See, for
example Atkins (1994)

research labs as a percentage of total R&D expenditures. However,
the content of “corporate research” varies from one firm to another,
thereby weakening comparisons across firms.EBeteri (2000)
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Risk
RS,
[
Ri] Sci
Science Base
RP,
RP,
Commercial Products
Commercial Products
Basic Generic Technology Applied Research
Research Research and Development R&D
—17 T Cycle
10 years 6 years Commercialization
Fig. 1. Risk reduction in the R&D process.
5. Risk reduction over the R&D cycle projected due to a number of possible barrideséey,
2005. Either of these potential occurrences will lower
5.1. Types of risk estimated ROI, so a market risk estimate must be added

to the projected technical risk.

For corporate R&D decision making, the amount of
generictechnology available directly affectstheriskas- 5.2. The “risk spike”
sociated with R&D project selection; i.e., the targeted
rate of change iKKg. The relationship betwedfy and The humpinthe investmentrisk curve therefore rep-
Ke from aninvestmentincentive perspective is depicted resents the fact that technology research, with its ulti-
in Fig. L At an early point in the R&D cycle, the de- mate objective of market applications, encounters an
cision making process faces a pure “technical” risk, initial major increase in risk associated with the tar-
Ro, that summarizes estimates of the probability that a get ROl from commercialization. This additional risk,
technology can be developed from the body of scientific RS, occurs in the early phases of technology research
knowledge (i.e., can be shown to work in some generic and acts as a substantial barrier to private investment
sense). In addition, the characteristic that distinguishes in later-phase applied R&D.
technology research from scientific research is the fact  Fig. 1shows this pattern of risk over the R&D cycle
that the ultimate intent is commercialization. Thus, an for two hypothetical technology risk profiles, A and B.
additional amount of technical risk must be estimated The combined increases in technical risk and market
and added t&p because the scientific principles pre- risk are represented by R®r RS, respectively. Such
sented now have to be proven capable of conversion“risk spikes” might be thought of as the “public (or
into specific technological forms with specific perfor- social) component” of total risk because they occur in
mance attributes that meet specific market needs. the early generic technology research phase, which has

A “market” risk also must be estimated to allow the public good dimension described earlier. Technol-
for the significant probability that, even with technical ogy A is the more radical innovation and thus presents
success, demand for the new technology will be over- a greater initial risk spike, RS Eliminating the risk
estimated or that market penetration will be slower than spike requireKy.
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Without the risk spike, firms would be faced only
with a reduction in the “private risk” component, RP.
In this situation, conventional R&D investment criteria
would targeKg and deal with RP because it falls within
acceptable reward—risk ratios. Thus, if at the level of
pure technical riskRg, application of conventional cor-
porate R&D criteria would result in private investment
based onrisk-adjusted ROI estimatesigr the policy
problem is to overcome the risk spike so that corporate
investment criteria can be appliedR.

The importance of overcoming the risk spike for the
more radical Technology A is underscored by the fact
that overall risk can actually decline to a lower level
than that for Technology B. This occurs because, if
Technology A is successfully developed, the resulting
set of market applications will likely have a larger col-
lective value than B (reduces market risk to a greater
degree). This is depicted kig. 1 by a greater decline
in private risk for Technology A, R

Understanding the evolution of and the interaction
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5.3. Policy implications

Analysis of investment il is complicated by this
technology element’s quasi-public good content and
the high technical and market risk associated with more
radical and longer term technology research. Because
this research has an ultimate market objective (in con-
trast to basic research), several risk factors must be
added to the investment criteria. The higher the risk
spike associated with the initiation of technology re-
search, the lower is the projected R&D productivity
and the subsequent rate of growth in technol&gy
Thus, the unavailability oKy is a barrier to the con-
duct of proprietary (private) research and should be
thought of in terms of the risk its absence imposes on
subsequent applied R&D decision making.

From a public policy perspective, a declineKR
investment increases the risk of failure to be competi-
tive in the next generation or radically new technology.
Thus, one major policy concern is technological oppor-

between technical and market risk and the consequenttunity, as represented by an industry’s stock of generic

impacts on private sector investment must be a key el-

ement of R&D policy analysis. However, neither eco-
nomic models nor current R&D policy completely rec-
ognizes the large discontinuity in the total risk reduc-
tion process. If it did not occur, the gradual slope of
the curve inFig. 1 would support proponents of no
government support for R&D beyond basic sciefite.
Consideration of the risk discontinuity aside, the

technology. As indicated by the negative sigrkanin
Eq.(9), the technology platform upon which an indus-
try’s existence is based represents a threshold level of
generic technical knowledge that must be available and
accessed to enable positive investment decisions with
respect to applied R&D.

The second policy concern is the adequacy of the
supporting technology infrastructure, which drives

slope of the risk reduction curve varies depending on a the efficiency of the overall R&D process. Infratech-

number of R&D efficiency factors. An important one

nologies are individually small but ubiquitous in most

is the availability of a range of infratechnologies. Such high-tech industries. Thus, their aggregate economic
technical infrastructure has a strong public good char- impact is substanti#? However, their small individ-
acter resulting in underinvestment by industry. Infrat- ual size, public good character (most are eventually
echnologies and associated standards are ubiquitousadopted as standards), and the fact that they derive from
across technology-based economic activity. This char- different generic technologies than do the core industry
acteristic decreases their visibility and increases dif- technologies combine to create substantial underinvest-
ficulties in impact assessment, leading to substantial ment.
underinvestment. A third concern is the shifting nature of the policy
response mechanisms. Ideological conflicts and inade-
guate R&D investment models based on market failure
24 The fact that all industrialized nations have government programsanalysis contribute to poor research portfolio manage-
that fund generic technology research in industry and universites ment by both government and industiagsey, 2006
indicates a general recognition of the existence of the risk spike.
However, the lack of a consensus model of R&D investment and
subsequent empirical analysis to support decision making leads to 2° The semiconductor industry, for example, spends billions of dol-
uncertainty on the part of policy makers and thus underfunding of lars per year on measurement. Individual measurement infratech-
generic technology research, as exemplified by the history of NIST’s nologies are used in the R&D, production, and market transaction
Advanced Technology Program. stages of economic activity. See, for exampliman (1998)
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The university role has been shifting for several decades explain technology-based growth by modifying the tra-
as a partial response to these problems. Two traditional ditional production function. Both a “state of technol-
roles of the university have been to produce scientific ogy” represented by a shift paraméfeand an explicit
knowledge and human research capitt). The por- technology variable can be added to capital and labor
tion of this human research capital that stays within inputs in the traditional production function to repre-
the university sector of the R&D establishment is in- sent the impact of technological change.
creasingly focusing on the conduct Bf. This shift However, a production function, which explains out-
in research composition is evidenced by the explo- put based on complementary technical relationships
sion in university patents since Bayh-Dole and has led among physical, human, and technological inputs, can
to conflicts with industry over access to this generic at best only partially reflects the strategic role of tech-
technology?® nology investment. In fact, a fundamental way, reliance
on such a vague set of complementary relationships
confuses analysis of this role.

6. Atechnology-based performance function Resolution of these issues, especially to emphasize
technology’s creative destruction role may benefit from
6.1. Production versus performance functions focusing more on technology’s ultimate economic role,

whichis to shift demand through either (1) the introduc-
A critical issue for the economics of technological tion of new products and services—a product attribute
change is the selection of an appropriate performancestrategy or (2) cost-reducing process innovations—a
model in which the impact of the output of the technol- price reduction strategy.
ogy production function can be analyzed. The correct ~ Therefore, the output of the technology production
performance function should both accurately represent function should become an input intoparformance
the strategic role of technology; in particular, distin- function, which emphasizes the fact that a firm’s strat-
guish between the proprietary and public good tech- egy is to shift demand in its favor through enhanced
nology elements. products and services or through processimprovements
However, the vast majority of the innovation liter-  that reduce cost and hence price. That is, if assessing
ature treats technology as an independent and largelythe impact of technology in determining relative per-
self-sufficient demand-shifting asset. That is, an im- formance among firms in a given industry (or among
plied assumption is that the life cycle resulting from industries) is the objective, then the performance func-
the emergence of a new technology paradigm and thetion should emphasize the roles of demand-shifting in-
subsequent succession of market applications (innova-vestments.
tions and subsequent product life cycles) is accurately
represented by a single-strategy framework based on6.2. The demand-shifting roles of technology and
overcoming technical risk (i.e., through the conduct of marketing
R&D). This assumption is implicit in the many models
of technology-based growth that combine technology A major shortcoming of the production function ap-
with the major production assets, capital, and |a&%or.  proach is the fact that technology cannot shift demand
Within this framework, endogenous growth theory, by itself2° In his review of the microeconomics of in-
both macroeconomic and microeconomic, attempts to novation,Dosi (1988, p. 1152pbserves that “after al-
lowing for the effect of firm size, one still generally
observes a substantial unexplained interfirm, intrasec-
26 The large increase in university patents since 1980 demonstrates toral variance, in terms of both R&D investments and,
that the results oRy are sufficiently excludable to convey consider- ~ €ven more so, innovative output”. This observation re-

able IP to universities and that government funding of much of this  sults from the fact that, unlike the business literature,
research compensates for the loss of the remaining IP from spillovers.

SeeMowery and Sampat (2005)

27 Economists have identified different innovation strategies among 28 See, for exampleGrossman and Helpman (1994)

firms in the same industry: innovator, fast follower, “wait and see”  2° That is, the saying “build a better mousetrap and the world will
(Dosi, 1988. beat a path to your door” is inaccurate.
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only a small number of economic studies have recog-
nized that the cyclical pattern of creative destruction
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This process is seen clearly in young technology-
based industries such as biotechnology, where firms

depends on marketing strategies as well as technologypursue strategies such as accesg&iggrom a univer-

strategies.
Freeman (1973¢onducted an exhaustive study of

sity and then attempt to apply it through arrangements
with, say, university professors. At the same time, these

numerous elements affecting the success and failurefirms evolve a marketing strategy commensurate with

of industrial innovations. His results emphasized the
role of marketing (including market research) as well
as a firm’s technical capabilitiefevin et al. (1987,

p. 33) found that for most industries lead times and
technological progress (learning curve effects) com-
bined with marketing appear to be the “principle mech-
anisms of appropriating returns for product innova-
tions”. Particularly relevant for the model developed
here is a longitudinal study of 12 R&D firms by
O’Conner and Ayers (2003hat demonstrates the in-
tegration of technology and market planning by high-
tech firms in the early phases of attempts at radical
innovations.

The shortcomings of models that ignore comple-
mentary roles of technology and marketing are evi-
denced at all phases of the technology life cycle, but
especially for small, innovative firms, including spin-
offs from university research. The latter are frequently
technology rich and marketing poor, resulting in the
need to give up equity or even the entire company to
acquire marketing expertise.

6.3. A demand-shifting model of economic
performance

The process of creative destruction (i.e., the initi-
ation of the technology life cycle) begins with initial
endowments of generic technology and marketing as-
sets. Each firm entering the young industry undertakes
a process of asset accumulation and learning in re-
sponse to its initial endowments plus industry dynam-
ics, relative prices, and external institutional changes.
Using the technology production function developed
in Section4, initial technology asset accumulation,
Kn, can be linked to external sources such as univer-
sities and government laboratories. Firms then attempt
to shift demand in their favor by investing in unique
combinations of the demand-shifting assets, applied
technologies Kg) and marketing capabilities. Each
firm attempts to maintain its unique strategic innova-
tion/imitation and marketing approach within compe-
tition space.

the perceived relative strength and unique features of
the targeted technology.

Even when a shift in strategy seems warranted, the
ability of a firm to make adjustments is limited because
mobility barriers exit. For exampldyiansfield et al.
(1971)found that the maximum adjustment to a firm’s
stock of technology capital in any year is 10-15%.
Similarly, adjustments to marketing require changes
in sales personnel, advertising programs, and organi-
zational structures.

Tassey (1983howed that, because both technology
and marketing assets take time and resources to accu-
mulate and because organizational structures evolve to
maximize returns on these capabilities, strategies based
on particular combinations of the two assets tend to
remain stable over time and are distinguishable from
other strategies by competing firms within the same
industry.

The stability over time of asset-based demand-
shifting strategies implies a spatial model of compe-
tition. In such as model, competitive strategies are
based on unique combinations of demand-shifting as-
sets that determine firm-specific expansion paths. Each
expansion path represents a strategy in demand-shifting
space. Thus, assuming equal access by competing firms
to stocks of capital and labor, relative performance can
be explained using a spatial model of competition based
on firm-specific allocations to R&D and marketing.

Such a relationship is best expressed by a homoth-
etic function of the general form:

P = F[f(R, M)] (12)

whereP is performance (sales or profitsy.andM are
the two demand-shifting assets possessed by &firm.

30 Darby and Zucker (2003)se empirical studies of technology
diffusion in biotechnology to conclude that companies can retard
spillovers of generic technologies by hiring and keeping star sci-
entists whose tacit knowledge (a significant part of generic tech-
nologies) can only diffuse slowly, largely through person-to-person
contact.

31 SeeTassey (1983jor the derivation of the specific functional
form.
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A homothetic function is hypothesized because the tion of returns-to-scale values across industry groups,
elasticity of substitution must be constant only at the but with all values closer to or actually at constant
points of intersection between isoquants and a particu- returns2

lar ray from the origin, which represents the expansion
path or “strategic trajectory” for a particular firm. In
contrast to conventional production theory, allowing
the elasticity of substitution to vary along an isoquant
captures differences among competing firms with re-
spect to demand-shifting strategies.

For empirical work, the above general form can be

Two important policy implications are inherentin a
homothetic performance function. First, assuming that
the ratios ofRg/Ry and M together represent unique
product and process technology strategies across firms,
then the conclusion is that significant competition ex-
ists in technology-based industries derived from a sin-
gular underlying generic technology base. This fact

converted to counters the long-held view of many U.S. R&D policy-
makers that government funding of early-phase tech-
nology research subverts the market mechanism by
“picking winners and losers” (i.e., determining which
innovations are developed and reach the marketplace
and which do not).

The second implication is that a broader and deeper
generic technology base will support more strategies
and hence firms, thereby expanding aggregate output
or at least the diversity of output for a particular
ing) and aggregate R&D spendindassey (1983)  industry. At any size, however, only a limited number
calculatedF-ratios for six technology-based indus- of strategies can be supported in technology-marketing
try groups (chemicals, drugs, machinery, computers, space. Thus, countries that invest in national inno-
electronic components, and instruments). These ratiosvative capacity (industrial structures, universities,
strongly supported the hypothesis of distinctly differ- and government research institutes) will likely not
ent and constant proportions of marketing and tech- only develop the generic technology first, but will
nology assets across firms. That is, the variation in “fill” the technology-marketing strategic space ahead
annual ratios of marketing (advertising) to R&D ex- of competition in other countries and thereby gain
penditures for firms in an industry group was sig- a large share of the benefits from the particular
nificantly less than the variation in the mean val- technology.
ues of the firms’ respective time series. Thus, a spa-
tial model of competition in demand-shifting space is
supported.

The performance function was tested using OLS re-
gressions to select the polynomidd/R) that best fit- A number of factors determine the rate and direc-
ted the data. The model had high explanatory power tion of technological advance: technological opportu-
for all industry groups using sales and net income as nity (the inherent performance capacity of the generic
dependent variables. The net income model was par-technology), the public and private good characteris-
ticularly impressive, as the constant term was not a tics of the technology, industry structure and behavior,
major explanatory factor. A consistent negative sign and demand conditions. Such technological progress
on the square of the demand-shifting strategy vari-
able indicates a limit on the range of feasible strate- 32 | the decreasing retums case, the selected demand-shifting in-
gies, as represented by investments in marketing rel- vestment policy will determine the long-run equilibrium values of
ative to R&D. The sales model showed varying de- R&D and marketing inputs, so that an optimal size for demand-
grees of decreasing returns to scale for investment in ashifting as_sets exists. For the cpnstant returns case, the rat‘e of growth
firm's demand-shifting strategy, with the more R&D- would be mv_:iepe_ndent of the sizes of the R&D and marketm_g assets
. ) . . ) and the optimal investment policy would simply be determined by
intensive industries approaching the constant returns e ratio of demand-shifting assets commensurate with the firm's
case. The netincome model showed the same distribu-industry strategy and a rate of growth.

log P, = ¢logx; + ¢(ag + arx; + azxiz

+agxP+--)+u (13)

wherex = M/R and the coefficieny is a returns-to-
scale parameteR could be aggregate R&D spending
or, preferably, the rati®e/Ry, andM is the marketing
expenditures.

Using Compustat data for marketing (advertis-

7. Conclusion
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is also affected by the existence of relatively high
risk, which is regularly used as the rationale for gov-
ernment support of R&D. However, the general ap-
proach taken oversimplifies the realities of technology-
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ure identification and characterization. However, while
this framework should lead to more accurate pol-
icy analysis and development, it also underscores the
potential for error due to the need for a more com-

based competition and has therefore contributed signif- plicated analytical framework and corresponding data

icantly to the lack of consensus with respect to govern-
ment roles in support of technology-based economic
growth.

A disaggregated technology production function is

set.

Finally, the economics literature has largely focused
on technology as a single demand-shifting asset. Yet,
it cannot be delivered to the market without other as-

needed to reflect the fact that private sector investment sets, specifically marketing, that provide information

decisions are affected by the existence of and interac-

tion among the three major elements of an industrial
technology: generic technology, infratechnology, and
proprietary technology. Each element exhibits a dis-
tinctly different risk profile and therefore responds dif-
ferently to investment incentives.

These elements of the typical industrial technology

have varying degrees of public good content and there-

fore must be funded from different combinations of
public and private funds. Specifically, industry’s prob-
lems with respect to acquiring and using technology

to consumers about the attributes of the technology.
A spatial model of technology-based competition cap-
tures the diversified strategies of individual firms with
respect to investment in multiple demand-shifting as-
sets. Equally important, in the modern global economy,
the initiation of the respective competitive trajectories
in demand-shifting space increasingly depends on the
supply of public good technology elements from ex-
ogenous sources, namely universities and government.

are twofold. First, an adequate science base must beacknowledgment

available and accessible at any point in time. Industry
itself contributes relatively little to the evolution of this

science base because of the almost pure “public good”
character of scientific research. Thus, government pro-

vides the vast majority of the funds for this research,
largely through universities. Second, industry’s invest-
ments in the three technology elements suffer to differ-
ent degrees from a number of partial market failures,
and government’s role is therefore more difficult to de-
fine and implement.

Once available, individual firms use applied tech-
nology in a logical effort to achieve competitive ad-

vantage. In developing this applied technology, these

competing firms largely draw upon an industry-unique

generic technology base and a set of infratechnolo-

gies that define that industry’s infrastructure. The

quasi-public good character of these shared tech-

nology elements implies the need for exogenous

sources, such as universities and government labora-

tories.

Simply stating that R&D is risky or that indus-
try’s R&D cycle times are too long does not auto-
matically lead to the need for an R&D support by
government. The application of the models devel-

The author is indebted to Albert Link, John Nail,
Chad Snyder, and Lorel Wisniewski for helpful sug-
gestions on earlier drafts.
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