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This is a program manager’s perspective 
informed by federal, academic, and industry 
experience…
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WHAT DO YOU DO, FOR WHOM, AND HOW?

What's the application, user community, system architecture?
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ONE TACC SYSTEM
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Metric Past 12 
months

Project to 
Date

# of users running jobs 5,303 10,458

# of projects 1,795 3,145

# of jobs 1,761,366 7,071,847

Core hours delivered 829,804,026 2,649,762,345

System availability 98.88% 97.71%

Tickets resolved 4,720 14,495

Stampede (NSF-funded)
• #6 in 2013, #12 today
• 9.6 PF peak
• 6,400 nodes 

• 2x Xeon Sandy Bridge and 
Knights Corner

• Some NVIDIA K20
• InfiniBand (FDR)
• 270 TB memory, 14 PB disk
• 4.5 MW max power draw
• Weighs .5 million pounds
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For example, in 
the past year 
Stampede…
• Delivered 

calculations in 
support of the 
LIGO team

• Gordon Bell prize 
for Global Mantle 
Convection

This is world-class, 
science-changing 
computation 
delivered in a 
university context.



MODERN SCIENTIFIC COMPUTING

The kinds of things researchers do with computing systems  has 
evolved tremendously over the last 20 years and now includes: 

 Simulation

 Data Visualization

 Data Analysis

 Data Mining/Clustering

 Storing/Sharing/Curating/Reproducing Digital Objects with Colleagues 



TACC IS A SYSTEM OF SYSTEMS
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Stampede (Open Science)
Lonestar 5 (ITAR, HIPAA)

• 30k Intel Haswell cores 1.25 PF
Wrangler (HPC + Big Data)

• 0.6 PB usable DSSD flash 
storage w 1 TB/s read rate + 10 
PB Lustre

Maverick (Data Analysis)
• 132 Fat nodes w dual 10 core Ivy 

Bridge + NVIDIA Kepler K40
Chameleon & Jetstream Cloud

• 1400 nodes OpenStack
Disk and Tape Storage

• 100+ PB storage in HIPAA-
aligned data center

Hikari (Datacenter practices)
• 380V DC Green computing 

system parternship with 
NEDO and NTT 

• 10k Haswell cores
• HVDC and Solar
• Support for container 

ecosystem



Plasma 
Physics
Researchers at the 
Institute for Fusion 
Studies are using 
Stampede to model 
plasma flow and 
turbulence in both 
fusion power-
generating tokomaks, 
and in the ionosphere 
(with applications to 
GPS). 



Safety and 
Severe Storm 
Prediction

The Oklahoma 
University CAPS Center 
is blending ensemble 
simulations, data 
assimilation,  and 
machine learning to 
advance hail forecasts 
from 2 hours to 24 
hours. 



Finding our 
Ancestors
Genomics analysis 
performed of nine ancient 
Europeans that bridge 
the transition to 
agriculture in Europe 
between 8,000 and 7,000 
years ago reveals that 
most present-day 
Europeans derive from at 
least three highly 
differentiated populations.



HOW DO WE SUPPORT RESEARCHERS WITH 
SUCH DIVERSE NEEDS AND BACKGROUNDS?
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BUILD A MASSIVE STORAGE CLOUD NEXT TO INNOVATIVE, POWERFUL, USABLE 
COMPUTERS AT THE END OF FAST INTERNET PIPES
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http://araport.org https://www.designsafe-ci.org

MANY DOMAIN SCIENTISTS ARE NOT EXPERTS AT COMPUTING TECHNOLOGY. 
CREATE PURPOSE-BUILT, HIGHLY INTUITIVE INTERFACES
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GIVE EXPERTS ACCESS TO EVERY SINGLE ONE OF YOUR BUILDING BLOCKS. 
WEB SERVICE APIs EVERYWHERE. AUGMENT WITH PROFESSIONAL TOOLING.
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HOW TO TRADE USABILITY AGAINST SECURITY?

9/29/2016 15



Utility
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Ut
ilit

y

Theoretical maximum computer utility, assumes people act rationally
in the best interests of the group (and is therefore unachievable)



Utility

9/29/2016 17

Ut
ilit

y
No password on 
the root account Above secret computing

Reasonable Measures

This gap costs millions
of dollars per system in 
the top 20

Eliminate riskManage risk



BEST OF ENEMIES
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After establishment of basic order (there is a root password, 
etc.), computer security practices are a direct and 
unavoidable drag on user productivity in the best case

Most mission agencies don’t have the best case
 Cybersecurity management does not believe in risk management; 

it believes in risk elimination
 (They will tell you otherwise – they are “confused”)

 The choice is not to tradeoff usability against security, it is to 
tradeoff scientific and engineering discovery against exposure 
to risk



TRADING OFF

Heavily context dependent
Some data are no kidding dangerous, and most risks should 

be eliminated for these
 When you do this, you must KNOW you are willingly sacrificing 

usefulness / productivity / usability / discovery to protect the data
 So don’t do it often

But this isn’t most data
 Yet risk elimination pervades the establishment
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CYBERSECURITY @ TACC

 TACC has a “maintain order” model that tries to stay to the left 
of the peak
 Multi-factor authentication, all systems

 Escalation for root, no remote login

 Intrusion Detection Systems and centralized logging

 Support elevated sensitivity data in special enclaves (ITAR, HIPAA, 
etc.)

9/29/2016 20



TRADING OFF IN THE CONTEXT OF NSCI

You (probably) can’t change the establishment
So build a portfolio for advanced computation that includes 

NSCI-scale systems deployed in contexts that are culturally 
capable of treating risk in a way that matches your explicit 
goals for the system
 National security engineering and intelligence

 Dual-use computations

 Open science
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 TACC
 Hosts over 10,000 users who are 

citizens of scores of countries 

 zero of whom have had a national 
agency check or background 
investigation or driver’s license check

 While delivering
 10+ billion CPU hours over 5 years on 
 20+ HPC systems
 Using open software frameworks and 

web portals
 TACC doesn’t participate in much 

security theater
 require 15 character passwords you 

change every 30 days, that must also 
contain a mix of upper case letters, lower case 
letters, numbers, and special characters, that must not be in the previous 10 
passwords used …

And yet, useful work gets done

9/29/16 22



Thanks!
john@tacc.utexas.edu
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